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Introduction
• Current offline RL methods require a large amount of training data to achieve reasonable performance and offer 

limited generalizability in out-of-distribution (OOD) regions due to conservative data-related regularizations.
• We propose a highly sample-efficient offline RL algorithm (TELS) that learns optimized policy within the latent 

space regulated by the fundamental T-symmetry in the dynamical systems.
• Our approach achieves amazing sample efficiency and OOD generalizability, significantly outperforming existing 

offline RL methods in various small-sample tasks, even using as few as 1% of the data samples in D4RL datasets.

• TS-IDM: Learns well-behaved latent representations that address OOD generalization challenges and enhance action 
inference efficiency.

• Latent Space Offline Policy Optimization: Learns a latent state-value function and T-symmetry-regularized guide-
policy to generate valuable and reliable next latent states, enabling TS-IDM’s inverse dynamics to infer optimal actions.

T-symmetry Enforced Latent State-Stitching (TELS)

Main Results

• We randomly remove samples within 5 critical regions 
along the critical paths from the start to the goal  locations.

• Only TELS consistently learns optimal policy even with 70% 
and 100% deletion rates.

• These highlight the OOD generalization capability of TELS 
in extremely challenging low-data regimes.
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Performance of offline RL methods 
and TELS on the D4RL MuJoCo 

Walker2d-mediu-expert-v2 datasets 
when reducing the number of 

samples from 2M (full dataset) to 
5k (0.5%). 

Offline RL under Various Data Size

Out-of-Distribution Generalizability of TELS
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