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A Appendix1

A.1 MMVText Metrics2

The proposed MMVText mainly includes two tasks: (1) Video Text Tracking. (2) End to End Text3

Spotting in Videos. MOTP (Multiple Object Tracking Precision) [1], MOTA (Multiple Object4

Tracking Accuracy) and IDF1 [2, 7] as the three important metrics are used to evaluate task1 (text5

tracking) for MMVText. Following the previous works [3, 6], MMVText evaluates text tracking6

methods in video and compare their performance with the MOTA and MOTP, which are given by:7

MOTP =

∑
i,t(1− di

t)∑
t ct

, (1)

where ct denotes the number of matches found for time t. For each of these matches, calculate the8

iou dit between the object oi and its corresponding hypothesis. It shows the ability of the tracker to9

estimate precise object positions. MOTA is calculated as follows:10

MOTA = 1−
∑

t(mt + fpt + mmet)∑
t gt

, (2)

where mt, fpt and mmet are the number of misses, false positives, and mismatches, respectively. gt11

is the number of objects present at time t. It shows the tracker’s performance at detecting objects and12

keeping their trajectories, independent of the precision of the location. Besides, IDF1 as the new13

metrics for tracking is calculated as follows:14

IDtp =
∑
h

∑
t

m(h, o,4t,4s) , (3)

IDF1 =
2IDtp

2IDtp + IDfp + IDfn

, (4)

where 4t and 4s refer to time matching and space location matching, respectively. IDtp, IDfp and15

IDfn refer to true positive, false positive and false negative of matching ID.16

In Task2 (End to End Text Spotting in Videos), we modify the MOTA, MOTA and IDF1 to17

MOTAT , MOTAT and TIDF1, the only difference is the matches need to meet the correct of the18

recognition result, since the recognition result is more important than tracking and localization. More19

specifically, TIDF1 is calculated as follows:20

TIDtp =
∑
h

∑
t

m(h, o,4t,4s,4r) , (5)

TIDF1 =
2TIDtp

2TIDtp + TIDfp + TIDfn

, (6)

Submitted to the 35th Conference on Neural Information Processing Systems (NeurIPS 2021) Track on Datasets
and Benchmarks. Do not distribute.



A man in a blue suit and purple tie discusses millennial investing fear

(a) Video Understanding (MSR-VTT)

(b) Video Caption Automatic Translation

- Can I get you some coffee?  - De-Caff- Can I get you some coffee?  - De-Caffand you are, you are!I just went to your building and you weren't there

- 要来杯咖啡吗?  - 无咖啡因的- 要来杯咖啡吗?  - 无咖啡因的结果你真的在这  你真的在这有个拿着大锤子的家伙说你可能会在这里我刚去了你家  可你不在

Automatic Translation

(c) Video Retrieval

“The Lakers 

play host to 

Golden State”

Query Video Streaming Video Retrieval by Text Retrieved Results

and then this guy with a big hammer said you might be here

Figure 1: The Real Application Tasks Link to MMVText. (a) Video Understanding, automatically
describing visual content with natural language. (b) Video Caption Translation, extremely helpful for
people who travel abroad and video-sharing websites such as YouTube. (c) Video Retrieval, accurate
semantic information for text in videos can promote video retrieval.

where 4t, 4s and 4r refer to time matching, space location matching and recognition result21

matching. And h and o denote hypothesis and true text trajectory with recognition result. The match22

of h and o is a true positives of text ID (i.e., TIDtp) when these conditions (i.e., 4t, 4s and 4r)23

are met. Similarly, false positive (i.e., TIDfp) and false negative (i.e., TIDfn) of text ID can be24

obtained for TIDF1 calculation.25

A.2 Link to Real Applications26

In this section, we show that the practicability of the proposed MMVText, not a toy benchmark,27

which can promote other video-and-text application research.28

Video Understanding. As shown in Figure. 1 (a), the example concerning the task of describing29

video with natural language is from MSR-VTT [10], and there has been increasing interest in video30

understanding [9, 4]. However, video description with only visual information is difficult and limited,31

even for a human. For the annotation of the sample video, i.e., "A man in a blue suit and purple tie32

discusses millennial investing fear", we can not learn the information of "millennial investing fear"33

from the visual information in the video. By comparison, caption and scene texts in the video contain34

accurate information of "millennial investing fear", which can help the model to describe the video35

better. We argue that the same as general human understanding, videos without captions and audio,36

is difficult to be properly understood by the model. We hope the release of MMVText can promote37

efficient video text reading, further enhancing automatic video description.38

Video Text Automatic Translation. Another practical application is video text automatic translation,39

as shown in Figure. 1 (b). The application may be unnecessary for several professional teams or40

classic movies due to the professional translator or huge cost investment. But for international video-41
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sharing websites 1 2 with millions of users, it isn’t easy to apply multilingual caption and scene text42

in billions of videos. Therefore, efficient translation concerning caption text (e.g., overlap, song title,43

logos) and scene text (e.g., street signs, business signs, words on shirt) still need further exploration44

and research. The large-scale and multilingual MMVText contributes various real scenarios for the45

development of video text automatic translation.46

Video Retrieval. Video retrieval with textual cues [5, 8] is also a very important application direction47

for video-and-text research, as shown in Figure. 1 (c). To the best of my knowledge, video retrieval48

with text information in the video is still almost a blank field of study and immature application in49

the industry. The most existing video retrieval methods are stiff combinations of text detection and50

recognition, invalid for the example with a sentence query. Besides, similar to video understanding,51

for the query of the sample video, i.e., "The lakers play host to Golden State", we can not obtain52

the correct related video without scene text or caption information. The missing information needs53

to recover by understanding the video with key video text information such as "GOLDEN STATE54

WARRIORS, LOS ANGELES LAKERS". The proposed MMVText with various text types (e.g.,55

caption, song title, logos, street signs, business signs) and annotation can promote the research56

concerning efficient video retrieval.57

A.2.1 Limitations58

Although the proposed MMVText supports all video text spotting tasks, i.e., text detection, recognition,59

tracking end to end video text spotting, the potential contributions for other tasks still need mining.60

For example, as shown in Figure. 1 (c), we do not provide the corresponding annotation (i.e., the61

query for each video) and metrics concerning video retrieval, but the annotation and metric are easy62

to obtain due to text spotting annotation already existed. Therefore, there are still many potential63

contributions for other tasks on MMVText, we want to take these as the future research directions64

and provide a complete solution method.65
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