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Problem Statement

The rapid growth of digital financial platforms in Africa has improved service access but also

increased exposure to cyberattacks like Cross-Site Scripting (XSS). XSS allows attackers to

inject malicious JavaScript into trusted websites, posing risks such as data theft and unautho-

rized actions. Despite existing security tools, detecting and preventing XSS remains challeng-

ing due to sophisticated obfuscation techniques and the limitations of traditional detection

methods.

Current solutions often lack real-time detection and fail to provide clear, user-friendly alerts,

especially for non-experts. To address these issues, we propose a novel Firefox extension that

integrates a Graph Neural Network (GNN) for detecting obfuscated XSS vulnerabilities and

a chatbot assistant powered by a Large Language Model (LLM) to provide understandable

explanations of threats, improving both detection accuracy and user awareness.

Research Goals

The main objectives of this research are to:

Develop a Firefox browser extension for the real-time detection of Cross-Site Scripting

(XSS) attacks in web applications.

Use Graph Neural Networks (GNNs) to classify JavaScript code as benign or malicious by

transforming it into Control Flow Graphs (CFGs).

Generate a diverse dataset of realistic, obfuscated XSS samples using a fine-tuned Large

Language Model (LLM).

Evaluate the performance of the detection system on real-world African financial

websites.

Incorporate a Large Language Model (LLM)-based chatbot assistant that provides

user-friendly explanations of detected vulnerabilities to enhance user understanding of

security risks.

System Overview

The system is a Firefox browser extension designed to detect Cross-Site Scripting (XSS) at-

tacks in real-time on financial web applications. It integrates a Graph Neural Network (GNN)

model that processes JavaScript code, transforming it into Control Flow Graphs (CFGs) to

identify malicious patterns. The extension alerts users when suspicious behavior is detected

and uses a chatbot powered by a Large Language Model (LLM) to provide clear explanations

of the detected threat.

Key components:

Code Extraction: Scans and extracts JavaScript code from web pages.

GNN Detection: Analyzes the code through CFGs to detect malicious scripts.

Real-Time Alerts: Provides immediate warnings and highlights dangerous code.

Chatbot Assistant: Offers simple, understandable explanations of detected vulnerabilities.

Figure 1. System architecture: JavaScript extraction, GNN detection, alerts, and chatbot.

Experimental Implementation

We implemented a functional Firefox extension and trained the GNN model using a curated

dataset consisting of 37,605 samples, including 12,038 benign and 7,321 malicious scripts.

The dataset was preprocessed to remove duplicates, normalize data, and ensure quality. Each

script was converted into a Control Flow Graph (CFG) to capture the structural properties of

the code.

Figure 2. Dataset composition, showing the distribution of benign and malicious scripts used for training.

Experimental Implementation

The extension was tested on real-world financial websites, such as online banking and digital

wallets in Africa, as well as synthetic data generated using controlled language models. The

GNNmodel was trained on 80% of the dataset and evaluated on the remaining 20% to assess

its performance in detecting both obfuscated and non-obfuscated XSS attacks.

Upon detecting suspicious behavior, the system triggers two main mechanisms:

- Real-time alert system: The extension displays a warning to the user, clearly highlighting

the presence of a potentially malicious script and identifying its source within the web page.

- ChatGPT-powered assistant: A dialog interface is launched, providing an easy-to-

understand explanation of the detected script’s behavior to increase user awareness, even

for those without cybersecurity expertise.

Figure 3. ChatGPT Analysis.

Future Work

In future work, we aim to:

Broaden Browser Support: Extend the extension to other browsers like Chrome and

Edge to reach a wider user base.

Extend Language Support: Adapt the model to detect vulnerabilities in other languages

commonly used in web applications, such as PHP and Python.

Adversarial Training: Use reinforcement learning to generate evasive XSS payloads,

helping to further improve the model’s robustness against new attack strategies.

Multi-Attack Detection: Expand the detection capabilities to cover other web

vulnerabilities such as SQL injection (SQLi), Cross-Site Request Forgery (CSRF), and

malware.

Improve User Experience: Enhance the chatbot assistant to provide more detailed

security guidance and threat mitigation recommendations.

Conclusion

We proposed and implemented a Firefox browser extension aimed at detecting and explain-

ing malicious JavaScript code, with a particular focus on XSS attacks. Our approach combines

AI-based detection mechanisms with a natural language assistant, providing both technical

protection and user-friendly explanations. Experimental testing on real-world financial web-

sites demonstrated the feasibility and effectiveness of our solution.
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