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A APPENDIX

A.1 ADDITIONAL IMPLEMENTATION DETAILS

We utilize the CLIP model pretrained on the LAION-2B dataset. Specifically, we use its ViT-Large
model (303M parameters) and its 12-layer Transformer text model (128M parameters). The CLIP-
initialized ViT is kept frozen throughout all stages of training described below.

We further pretrain the CLIP text model on the image captioning task using the same LAION-2B
dataset, with batch size 1024 for 0.2 epochs. We use the Adam optimizer with momentum 0.9, an
initial learning rate (LR) of 5e-5, 5000 warmup steps, linear LR decay, weight decay 1e-2.

For dense video captioning, the token reduction Transformer and autoregressive Transformer mod-
ules are added. Each module consists of 8 layers with a model dimension of 512, and 32 M param-
eters. In total, the entire model contains approximately 500M parameters.

As described in section 3.3, we apply image-based simulated video pretraining on the entire model,
including the newly added modules. To simulate video sequences, we sample 3 to 5 images from
the LAION-2B dataset, repeating each image multiple times to form a 16-frame sequence. To create
smoother transitions, we blend pixels at the boundaries by applying a weighted sum of two images,
using a randomly selected blending ratio α ∈ [0.1, 0.9], e.g., blending pixels of images A and B
as αA + (1 − α)B. We apply random augmentations to each frame to avoid overly monotonous
sequences. This pretraining follows the same segment-by-segment autoregressive framework for
online dense video captioning. We use a batch size of 32 and train the model for 100000 steps. The
optimizer is Adam with momentum 0.9, an initial LR of 1e-4, 5000 warmup steps, cosine LR decay,
and a weight decay of 1e-5.

When finetuning on dense video captioning, the model is trained for 20000 steps with a batch size 16.
We again use the Adam optimizer with momentum 0.9, an initial LR of 1e-4, 5000 warmup steps,
cosine LR decay and a weight decay of 1e-5. For time tokenization, we use relative time tokens
following Vid2Seq (Yang et al., 2023). We quantize a video of duration T frames into B = 32
equally spaced time bins.

For inference, we follow the standard protocol to use beam search, with a beam size of 6 and tem-
perature 1, followed by temporal NMS with a threshold of 0.7 to remove overlapping intervals.

A.2 COMPUTATIONAL COST OF OUR MODEL

Our model uses 410 GFLOPs per segment, totaling 6560 GFLOPs for 16 segments. The retrieval
operates on the precomputed text embeddings.

A.3 PROMPTING FOR ACTION TEXT CORPUS CONSTRUCTION

We construct a corpus of action phrases to serve as contextual priors during the dense video caption-
ing process. These phrases are designed to capture key actions or events in each video segment and
identify relevant objects. To build this corpus, we draw from two main sources: 1) Captions from
the training splits of dense video captioning datasets: ViTT, YouCook2, and ActivityNet, where we
use only the text captions excluding the video frames. 2) A broader, less domain-specific corpus

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

from the HowTo100M dataset (Miech et al., 2019), again using only the subtitle text without the
video content.

Unlike previous methods that use raw video captions, which tend to be lengthy and unfocused (Xu
et al., 2024), we summarize these captions into concise action phrases using the publicly available
language model, Gemma (Team et al. (2024), huggingface.co/google/gemma-2-27b).

To improve the extraction process, we refine the prompt to ensure concise and consistently formatted
action phrases. Specifically, we emphasize singular nouns, avoid numerical terms, and enforce a
strict format of<action verb(ing)><target object (if any)>. For example, our prompt is: Your goal
is to summarize the input sentence using as few words as possible. Focus on the words describing
actions or events. Use singular nouns, avoid articles and numeric terms. Respond in the format of
<action verb (ing)> <target object (if any)>. Input: {raw caption}. Answer:

For HowTo100M subtitles, which are often longer, we adjust the prompt to focus on extracting a
single main action or event: The input is video subtitle text. Choose the main action or event in the
video and summarize it using as few words as possible. Focus on the words describing actions or
events. Use singular nouns, avoid articles and numeric terms. Respond in the format of <action
verb(ing)> <target object (if any)>. Input: {video subtitles}. Answer:

These prompts effectively generate concise action phrases. After processing all text in each source,
we deduplicate phrases by merging those with the same set of words, regardless of word order. After
filtering out some least frequent phrases, we obtain 30,000 action phrases for each corpus.

A.4 ADDITIONAL ABLATIONS

We conduct additional ablation studies using the same setup described in section 4.2, where we use
16 frames per video, with 1 frame per segment at a resolution of 256×256 pixels, and report the
results on the ViTT dataset. In this ablation, the mixed training (Table 6) and image-based simulated
video pretraining (table 8) are not used, unless otherwise noted.

Effect of text decoder pretraining. In Table A1, we show the effect of pretraining the text decoder
for image captioning using the LAION-2B dataset (section 3.1). While image captioning pretraining
improves performance, our model still performs reasonably well without it. Notably, most recent
dense video captioning methods (Yang et al., 2023; Wang et al., 2024; Ren et al., 2024; Wu et al.,
2024; Zhou et al., 2024) employ language pretraining for their text decoders, and we follow this
approach to enhance the captioning performance.

Ablation on the size of action text corpus. Table A2 presents the effect of varying the size of
the action text corpus. We randomly sample subsets of the corpus at 1%, 10%, 50%, and 100%.
Increasing the corpus size improves performance, with the most notable gains observed up to 50%.
This shows that our constructed corpus is effective in covering a broad range of action phrases for
retrieval augmentation.

Ablation on the number of segments. Table A3 studies the effect of the number of segments.
Overall, more frames improves performance. Across different segment configurations, our model
performs robustly overall, with 16 segments yielding the best results.

Ablation on ViTT, YouCook2, ActivityNet datasets. In Table A4, we evaluate the effects of our
key method components. The baseline refers to the online model described in section 4.1. We ob-
serve both our main contributions – online action-augmentation (section 3.2) and image-based sim-
ulated video pretraining (section 3.3) – make complimentary improvements to performance across
all three benchmarks: ViTT, YouCook2, and ActivityNet.

A.5 COMPARISON OF APPROACHES IN EXISTING METHODS

Table A5 compares various strategies used in existing methods, focusing on key aspects such as
support for online video captioning, reliance on video-text pretraining, and the backbone models
employed.
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text decoder pretraining S C M
X 9.9 37.2 9.6
x 8.3 30.4 8.0

Table A1: Ablation on text model pretraining on the image captioning task. Results on ViTT.

size of action text corpus S C M
1% 8.7 33.0 8.4
10% 9.3 35.2 9.1
50% 9.7 36.7 9.5

100% 9.9 37.2 9.6

Table A2: Effect of size of action text corpus. Results on ViTT.

# segments # frames S C M
8 8 9.3 36.2 8.9
8 16 9.6 37.0 9.1
16 16 9.9 37.2 9.6
16 32 10.0 37.7 9.8
32 32 9.7 36.8 9.0

Table A3: Number of segments which controls the number of decoding outputs. Results on ViTT.

ViTT YouCook2 ActivityNet
method S C M F1 S C M F1 S C M F1

baseline online model 7.6 27.7 7.2 34.0 5.3 27.7 6.8 22.4 5.4 31.6 9.8 45.8
online action-augmentation 9.8 37.4 9.4 35.5 6.9 39.4 8.0 25.5 6.7 34.6 11.2 46.2
image-based simulated video pretraining 8.9 34.1 8.5 37.8 6.1 35.0 7.2 27.8 6.2 33.7 10.4 47.6
both combined 10.8 39.1 10.3 39.2 8.0 45.6 9.3 30.7 7.5 36.4 12.1 49.9

Table A4: Ablation of our method on ViTT, YouCook2, ActivityNet datasets. This ablation uses S=16
segments per video, L=1 frame per segment at a resolution of 256× 256 pixels.

method online video-text pretraining backbone

E2ESG (Zhu et al., 2022) N ∅ C3D
PDVC (Wang et al., 2021) N ∅ TSN
OmniViD (Wang et al., 2024) N Kinetics VideoSwin + Bart
TimeChat (Ren et al., 2024) N YT-Temporal, ViTT, ActivityNet, etc. Eva-CLIP-G + Llama-7B
Vid2Seq † (Yang et al., 2023) N YT-Temporal-1B CLIP-L + Bert-B
DoYou (Kim et al., 2024) N ∅ CLIP-L
DIBS (Wu et al., 2024) N Howto100M CLIP-L
Streaming (Zhou et al., 2024) Y YT-Temporal-1B CLIP-L + Bert-B

AIEM (ours) Y ∅ CLIP-L

Table A5: Comparison to the state-of-the-art on dense video captioning.
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