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Abstract

As machine learning models grow more complex and their applications become
more high-stakes, tools for explaining model predictions have become increasingly
important. This has spurred a flurry of research in model explainability and has
given rise to feature attribution methods such as LIME and SHAP. Despite their
widespread use, evaluating and comparing different feature attribution methods
remains challenging: evaluations ideally require human studies, and empirical
evaluation metrics are often data-intensive or computationally prohibitive on real-
world datasets. In this work, we address this issue by releasing XAI-BENCH: a
suite of synthetic datasets along with a library for benchmarking feature attribution
algorithms. Unlike real-world datasets, synthetic datasets allow the efficient com-
putation of conditional expected values that are needed to evaluate ground-truth
Shapley values and other metrics. The synthetic datasets we release offer a wide
variety of parameters that can be configured to simulate real-world data. We demon-
strate the power of our library by benchmarking popular explainability techniques
across several evaluation metrics and identifying surprising failure modes even for
the most widely used explainers. The versatility and efficiency of our library will
help researchers bring their explainability methods from development to deploy-
ment. Our code is available at https://github.com/abacusai/xai-benchl

1 Introduction

The last decade has seen a huge increase in applications of machine learning in a wide variety of
high-stakes domains, such as credit scoring, fraud detection, criminal recidivism, and loan repay-
ment [28, 8, 29, [7]. With the widespread deployment of machine learning models in applications
that impact human lives, research on model explainability is becoming increasingly more important.
The applications of model explainability include debugging, legal obligations to give explanations,
recognizing and mitigating bias, data labeling, and faster adoption of machine learning technolo-
gies [26} 144,16, [15]. Many different methods for explainability are actively being explored including
logic rules [[1840,36], hidden semantics [43]], feature attribution [32, 126} 31} 11}|39], and explanation
by example [24}[10]. The most common type of explainers are post-hoc, local feature attribution
methods [44} 126} 1,132, 31} [11], which output a set of weights corresponding to the importance of each
feature for a given datapoint and model prediction. Although various feature attribution methods are

*Equal contribution

Preprint. Under review.


https://github.com/abacusai/xai-bench

being deployed in different use cases today, currently there are no widely adopted methods to easily
evaluate and/or compare different feature attribution algorithms. Indeed, evaluating the effectiveness
of explanations is an intrinsically human-centric task that ideally requires human studies. However,
it is often desirable to develop new explainability techniques using empirical evaluation metrics
before the human trial stage. Although empirical evaluation metrics have been proposed, many of
these metrics are either computationally prohibitive or require strong assumptions, to compute on
real-world datasets. For example, a popular method for feature attribution is to approximate Shapley
values [26, 113125/ [39], but computing the distance to ground-truth Shapley values requires estimating
exponentially many conditional feature distributions, which is not possible to compute unless the
dataset contains sufficiently many datapoints across exponentially many combinations of features.

In this work, we overcome these challenges by releasing a suite of synthetic datasets, which make
it possible to efficiently benchmark feature attribution methods. The use of synthetic datasets,
for which the ground-truth distribution of data is known, makes it possible to exactly compute
the conditional distribution over any set of features, thus enabling computations of many feature
attribution evaluation metrics such as distance to ground-truth Shapley values [26], remove-and-
retrain (ROAR) [20], faithfulness [3]], and monotonicity [27]]. Our synthetic datasets offer a wide
variety of parameters which can be configured to simulate real-world data and have the potential to
identify subtle failure modes of explainability techniques. We give examples of how real datasets can
be converted to similar synthetic datasets, thereby allowing explainability methods to be benchmarked
on realistic synthetic datasets.

We showcase the power of our library by benchmarking popular explainers such as SHAP [26],
LIME [32], MAPLE [31], SHAPR [1]], and L2X[11]], with respect to a broad set of evaluation
metrics, across a variety of axes of comparison, such as feature correlation, model type, and data
distribution type. Our library is designed to substantially accelerate the time it takes for researchers
and practitioners to move their explainability algorithms from development to deployment. All of our
code, API docs, and walkthroughs are available at https://github.com/abacusai/xai-bench.
We welcome contributions and hope to grow the repository to handle a wide variety of use-cases. We
expect the scope and breadth of our framework to increase over time.

Our contributions. We summarize our main contributions below.

* We release a set of synthetic datasets with known ground-truth distributions, along with a library
that makes it possible to efficiently evaluate feature attribution techniques with respect to ten
different metrics. Our synthetic datasets offer a wide variety of parameters that can be configured
to simulate real-world applications.

* We demonstrate the power of our library by benchmarking popular explainers such as SHAP [26],
LIME [32], MAPLE [31], SHAPR [1]], and L2X[11], and identifying their failure modes.

2 Related Work

Model explainability in machine learning has seen a wide range of approaches, and multiple tax-
onomies have been proposed to classify the different types of approaches. Zhang et al. [44] describe
three dimensions of explainability techniques: passive/active, type of explanation, and local/global
explainations. The types of explanations they identified are logic rules [18 40, 36], hidden seman-
tics [43]], feature attribution [32) 26, 1311 [11} |39} [1]], and explanation by example [24} [10]. Other
surveys on explainable Al include Arrieta et al. [S]], Adadi and Berrada [2]], and Dosilovi¢ et al. [16]].

Techniques for feature attribution include approximating Shapley values [26, 13} 25| 139]], approximat-
ing the model locally with a more explainable model [32]], and approximating the mutual information
of each feature with the label [11]]. In Appendix [E} we give descriptions and implementation details
of the five feature attribution methods we implemented.

2.1 Benchmarking Explainability Techniques

One recent work [21] gave an experimental survey of explainability methods, testing SHAP [26]],
LIME [32], Anchors [133]], Saliency Maps [37], and Grad-CAM++ [9]], and their proposed ExMatchina
on image, text, audio, and sensory datasets. They use human labeling via Mechanical Turk as an
evaluation metric. Another work [6] gave an experimental survey of several algorithms including
local/global, white-box/black-box, and supervised/unsupervised techniques. The only feature attri-
bution algorithms they tested were SHAP and LIME. Another recent work gives a benchmark on
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Figure 1: Overview of the main components in XAI-BENCH.

explainability for time-series classification [17]. Another recent work [[15] gives a set of benchmark
natural language processing (NLP) datasets aimed at comparing explainability methods. This work
releases multiple datsets with human-annotated explanations, as well as a few newly proposed metrics
specifically chosen to capture the explainability of predictions in NLP applications. To the best of our
knowledge, no prior work has released a library with five different evaluation metrics or released a
set of synthetic datasets for explainability with more than one tunable parameter.

2.2 Explainability evaluation metrics

While the “correctness” of feature attribution methods may be subjective, comparisons between
methods are often based on human studies [22} 34, 35]]. However, human studies are not always
possible, and several empirical (non-human) evaluation metrics have been proposed. Faithfulness [3]]
measures the correlation between the weights of the feature attribution algorithm, and the effect
of the features on the performance of the model. Monotonicity [27] checks whether iteratively
adding features from least weighted feature to most weighted feature, causes the prediction to
monotonically improve. By retraining a model with subsets of features ablated, ROAR [20]] uses a new
model with partially ablated input features to evaluate a feature attribution technique while avoiding
problems with distribution shift. Note that all of the above metrics evaluate feature importance by
computing the effect of removing the feature from a single set of features .S. In contrast, Shapley
values [26] [13] 25 [39] evaluate all possible sets .S that a feature can be removed from to compute an
average effect.

3 Evaluation Metrics

3.1 Preliminaries

Now we give definitions and background information used throughout the next three sections. Given
a distribution D, each datapoint is of the form (x, y) ~ D, where @ denotes the set of features, and y
denotes the label. We assume that = € [0,1]” and y € [0, 1], yet all of the concepts we discuss can
be generalized to arbitrary categorical and real-valued feature distributions and labels. Assume we
have a training set Dy, and a test set Dyeg;, both drawn from D. We train a model f : [0,1]° — [0, 1]
on the training set. Common choices for f include a neural network or a decision tree.

A feature attribution method is a function g which can be used to estimate the importance of each
feature in making a prediction. That is, given a model f and a datapoint x, then g(x, f) = w €
[~1,1]7, where each output weight w; corresponds to the relative importance of feature i when
making the prediction f(a). Common choices for g include SHAP [26] or LIME [32].

3.2 Metrics

In this section, we define several different evaluation metrics for explainability methods. Each
evaluation metric has pros and cons, and all of them should ideally be used across different datasets to
see the clearest picture of the comparative performance of different feature attribution techniques. A
feature attribution evaluation metric is a function which evaluates the weights of a feature attribution
method on a datapoint «. For example, given a datapoint « and a set of feature weights w = g(z, f),
then a value near zero indicates that g did not provide an accurate feature attribution estimate for x,
while a value near one indicates that g did provide an accurate feature attribution estimate.



Many evaluation metrics involve evaluating the change in performance of the model when a subset
of features of a datapoint are removed. In order to measure the true marginal improvement for a
set of features .S, we evaluate the model when replacing the features S with their expected values
conditioned on the remaining features. Formally, given a datapoint * ~ D and a set of indices

S C {1,---,D}, we define D (xg) as the conditional probability distribution &’ ~ D such that
x, = x; forall i € S. In other words, given x and S, we have
p(x' ~D(xzs)) =p(@ ~D |z, =uzforalies). (1)

By this definition, D (x) = D, and if we define F' = {1,--- , D}, then ' ~ D (z ) is equal to
with probability 1. Given a datapoint &, a model f, and a weight vector w, the first evaluation metric,
faithfulness (faith—) [3]], is defined as follows:

By p(ap )/ (@)] — f(@)]

1<i<D

faith— = Pearson ( , [wi]1<i<D> . 2)
In other words, faith— computes the Pearson correlation coefficient [42] between the weight vector
and the approximate marginal contribution of each feature. We also study a new variant of faithfulness:
instead of computing the marginal improvement between D (a; F\i) and D (xr), we compute the
marginal improvement between D (xg) and D (2 ;3 ):

faith+ = Pearson ( Em,ND(m{i}) [f(w')] _ Ew/ND(mw) [f(a:/)]‘

, [wi]1<i<D> . 3)

1<i<D

The next metric computes the marginal improvement of each feature ordered by the weight vector w
without replacement, and then computes the fraction of indices ¢ such that the marginal improvement
for feature i is greater than the marginal improvement for feature ¢ + 1. Formally, define S~ (w, ¢)
as the set of 7 least important weights, define ST (w, 7) as the set of 4 most important weights, and
let S~ (w,0) = (). Given a datapoint &, a model f, and a weight vector w, we define monotonicity
(mono—) [27] as follows:

- _ N _ /
6i - Em/ND(ws_(w,i+l))[f(w )] Ew,ND(mS_(w,i))[f(w )]7 (4)
| D=2
mono— = —— > L5 <16, 1 (5)
i=0
Similar to faithfulness, we define a new variant of monotonicity by computing in the opposite order:
+ _ AN /
0 = Eon(eg i) @~ Eoip(ay, o, ) F @], (6)
=
mono— = —— z; Listi<ts, | (7)

The types of metrics discussed so far, faith and mono, each evaluate weight vectors by comparing an
estimate of the marginal improvement of a set of features to their corresponding weights. Estimating
the marginal improvement requires computing f on different combinations of features, and it is possi-
ble that these combinations of features have very low density in D, and are therefore unlikely to occur
in Dyin. This is especially true for structured data or data where there are large low-density regions
in D and may make the evaluations on f unreliable. To help mitigate this issue, another paradigm of
explainability evaluation metrics was proposed: remove-and-retrain (ROAR) [20]. In this paradigm,
in order to evaluate the marginal improvement of sets of features, the model is retrained using a new

dataset with the features removed. For example, rather than computing |E_, (@r.) [f(x)] — f(x)]

we would compute | f*(E x']) — f(x)|, where f* denotes a model that has been trained
P )

z'~D(xp\;
on a modification of Diin wheﬁe each datapoint has its ¢ features with highest weight removed. The
original work advocated for reporting a curve of retrained model performance against number of
features ablated [20]]. In order to report a scalar metric, we propose four new metrics by combining the
remove-and-retrain paradigm with faithfulness and monotonicity: roar-faith+/- and roar-mono+/-.
That is, the definitions are similar to faith+/- and mono+/-, but f is replaced with f* as defined above,
accordingly. The formal definitions can be found in Appendix To compute a ROAR-based



metric on all datapoints in the test set, the explainer must evaluate all datapoints in the training set to
construct D + 1 ablated datasets, and then the model must be retrained for each of the datasets.

A caveat for all of the aforementioned metrics is that they evaluate each feature weight by computing
the effect of removing the feature from a single set of features .S. While this evaluation is sufficient
for linear models, it may lead to unreliable measurements for nonlinear models such as neural
networks. To address this, we use Shapley values [26) [13} 125} 39], which take into account the
marginal improvement of a feature ¢ across all possible exponentially many sets with and without .
We consider two Shapley-based metrics: shapley-mse and shapley-corr, which involve computing
the ground-truth Shapley values [26] for each feature, and then computing either the mean squared
error (MSE) or Pearson correlation, respectively, between the weight vector and the set of ground-
truth Shapley values. We give the formal definitions of the Shapley-based metrics in Appendix [E] See
Table[T|for a summary of the properties of each metric.

Table 1: Summary of evaluation metrics. Linearity indicates whether model linearity is an implicit
assumption. Retrain indicates whether computing a metric requires retraining the original model. To
compute the evaluation metric on the entire test set, the model must be retrained ©(D) times.

Metric Type Model evaluations Retrain  Linearity
faith+/- correlation O(D) v
mono-+/- ranking ©(D) v
roar-faith+/-  correlation O(D) v v
roar-mono+/-  ranking ©(D) v v
shapley-mse  accuracy 0(2P)
shapley-corr  correlation 0(2P)

Researchers may use any or all of the above metrics for evaluating and comparing different feature
attribution explaination techniques. The metric to rely on the most depends on the specific use-
case, dataset, feature attribution technique, or computational constraints. For example, researchers
evaluating Shapley-based methods such as Kernel-SHAP [26]], SHAPR [1]], or other SHAP vari-
ants [39, 4, [19], may wish to use the shapley-mse and shapley-corr metrics. However, the runtime of
these metrics is exponential in the number of features. For tasks involving highly structured data such
as image data, ROAR-based metrics may perform better because the faithfulness and monotonicity
may compute the function in low-density areas. For tasks involving high-dimensional data and a large
cost to retrain the model, faithfulness and monotonicity will be much less computationally intensive
than ROAR-based or Shapley-based metrics.

4 Synthetic Datasets

In this section, we describe the synthetic datasets used in our library. We start by discussing the
benefits of synthetic datasets when evaluating feature attribution methods. Next, we describe our
multivariate Gaussian and mixture of Gaussian datasets.

4.1 The case for synthetic data

As shown in Section [3.2] key to the metrics is computing the conditional expectation
Eg ~p(as)[f(2')] for a subset S, datapoint z, and trained model f. On real-world datasets, the
conditional distribution D (xs) (defined in Equation 1) can only be approximated, and the approxi-
mation may be very poor when the conditional distribution defines a low-dimensional region of the
feature space. Since all evaluation metrics require computing ©(D) or ©(2P) such expectations, for
each datapoint x, is is likely that some evaluations will make use of a poor approximation. However,
for the synthetic datasets that we define, the conditional distributions are known, allowing exact
computation of the evaluation metrics.

Additionally, as we show in Section[5] synthetic datasets allow one to explicitly control all attributes of
the dataset, which allows for targeted experiments, for example, investigating explainer performance
as a function of feature correlation. For explainers such as SHAP [26] which assume feature
independence, this type of experiment may be very beneficial. Finally, synthetic datasets can be used
to simulate real datasets, which enables fair benchmarking of explainers with quantitative metrics.



4.2 Mutivariate Gaussian and mixture of Gaussians features

Now we describe the synthetic datasets in our library. In general, the datasets are expressed as
y = h(x), with y as label and « as feature vector. The generation is split into two parts, generating
features , and defining a function to generate labels y from x.

We first describe feature generation, beginning with multivariate normal and mixture of Gaussians
synthetic features. The multivariate normal distribution of a D-dimensional random vector X =
(X1,...,Xp)T can be written as X ~ N (p, ), where p is the D-dimensional mean vector, and
3 is the D x D covariance matrix. Without loss of generality, we can partition the D-dimensional
vector ¢ as X = (X1, X2)T. To compute the distribution of X conditional on X5 = x% where
x3 is a K-dimensional vector with 0 < K < D, we can then partition p and ¥ accordingly:

_ M N X 312
H [NJ ’ {221 Yo"
Then the conditional distribution is a new multivariate normal (X| X5 = x3) ~ N (u*, 3*) where

=+ T2 (2 — po), B =341 + 21235, T 8

For any x5 € RX one can compute p* and 3* and then generate samples from the conditional
distribution. g can take any value, and 3 must be symmetric and positive definite. Similarly, we also
include mixture of multivariate Gaussian features with derivation in Appendix [D]

4.3 Labels

After creating a distribution of features by either a multivariate Gaussian or mixture of Gaussians,
we then create the distribution of labels. The distributions we implement are linear, piecewise
constant, and nonlinear additive.

Data labels are computed in two steps: (/) raw labels are computed from features, i.e. Yrw =

Zle U, (x,,) where ¥,, is a function that operates on feature n, and (2) final labels are normalized
to have zero mean and unit variance. The normalization ensures that a baseline ML model, which
always predicts the mean of the dataset, has an MSE of 1. This allows results derived from different

types of datasets to be comparable at scale.

For linear datasets, ¥,,(z,,) are scalar weights, and we can rewrite the raw labels as y,q., = wlex.

For piecewise constant datasets, ¥,,(x,,) are piecewise constant functions made up of different
threshold values (similar to Aas et al. [1]]). Fornonlinear additive datasets, ¥,,(x,,) are nonlinear
functions including absolute, cosine, and exponent function adapted from Chen et al. [L1]. Detailed
specifications can be found in Appendix

5 Experiments

In this section, we describe our experiments in benchmarking several popular feature attribution
methods across synthetic datasets.

5.1 Feature attribution methods

We compare six different feature attribution methods: SHAP [26], SHAPR [1]], brute-force Kernel
SHAP (BF-SHAP) [26], LIME [32], MAPLE [31]], and L2X [11]. We also compare the methods
to RANDOM explainer, which outputs random weights drawn from a standard normal distribution.
See Appendix [E] for descriptions and implementation details for all methods. We report mean and
standard deviation from three trials for all experiments.

5.2 Parameterized synthetic data experiments

Now we run experiments using multivariate Gaussian datasets described in Section[d] Without loss of
generality, we can assume that the feature set is normalized (in other words, p is set to 0, and the
diagonal of X is set to 1). In all sections except Section[5.3] we set the non-diagonal terms of X to p,
which allows for convenient parameterization of a global level of feature dependence and has been
used in prior work [1]].



We run experiments that compare six feature attribution methods on the ten different evaluation
metrics defined in Section [3.1] across several different datasets and ML models. In this section, we
conduct experiments by varying one or two of these dimensions at a time while holding the other
dimensions fixed (for example, we compare different datasets while keeping the ML model fixed)
and in Appendix [E.T] we give the exhaustive set of experiments.

Performance across metrics As shown in Table 2] the relative performance of explainers varies
dramatically across metrics for a fixed decision tree model trained on a piecewise constant
dataset with p = 0. It is not surprising that SHAPR, which is an improvement of SHAP, performs
well in Shapley metrics. In fact, SHAP, BF-SHAP, SHAPR, and LIME offer accurate approximation
of ground truth Shapley values (>0.9 shapley-corr). In addition, LIME achieves top performance in
three out of four ROAR-based metrics. Unexpectedly, none of the explainers outperformed random
on mono-, suggesting that this metric is not helpful for this dataset and model. Another surprising
observation is that while MAPLE performs well for faith+/-, and roar-mono+/-, it fails for roar-faith+/-
by producing large negative scores, suggesting that it systematically ranks feature importance in an
order opposite to the marginal improvement-based rankings in roar-faith+/-.

Table 2: Explainer performance across metrics. All performance numbers are from explaining a
multilayer perceptron trained on the Gaussian piecewise constant dataset with p = 0.

RANDOM SHAP BF-SHAP SHAPR LIME MAPLE L2X
faith+(1) —0.02810.022 092210020 0.887+0.031 0.918+0.039 0.85910.035 0.626+0.050 —0.004+0.100
faith-(1) —0.02240.023 0.970+0.006 0.937+0.017 0.97710.004 0.91810.010 0.647+0.045 0.002+0.080

m0n0+(T) 0.53810.012 0-72010,018 0.676:&0027 0.71910,019 0.66710,032 0-71210,008 0.562:&0,024
mono-(1) 0.46710.006 0.433+0.019 0.44940.027 0.43510.012 0.42810014  0.44040.017 0.430+0.040

roar-faith+(1)  0.00310.028  0.46110.095 0.49610.016 0.46810.0s2 0.58510.046 —0.42910.018  0.04510.060
roar-faith-(T) ~ 0.00810.040  0.58140.024 0.53510.067 0.559+0.026 0.62110.019 —0.33910.013  0.05210.038
r0ar—mon0+(T) 0-474i0.016 0-74710.028 0-771i0.015 0-730i0.022 0-707i0.l)24 0-425i0.009 0-500i0.027
roar—mono—(T) 0.4923:0‘019 0-721i0,032 0.683i0.033 0.7133:0‘044 0.7453:0‘020 0-471i0.016 0-451i0.041
shapley—corr(?) 0-001i0»014 0-992i0»005 0-956j:0.007 0.998i0,001 0-955i0.009 0-735;{:0.038 0-073i0.084
shapley—mse(w 1.13410.040 0.003:&0.001 0.008;&0,001 0.000:&0.000 0.02610,001 0.07110,007 0.18810,022

Performance across dataset types and feature correlations Next, we explore how the type of
dataset and feature correlation affects performance of explainers on a decision tree model with
the faithfulness metric. As shown in Figure [2} a general trend is that explainers become less
faithful as feature correlation increases. Explainers such as SHAP assume feature independence
and tend to perform well when features are indeed independent (p = 0). This is especially apparent
with the linear dataset, where all performance of most methods cluster around 0.9 at p = 0.
However, LIME’s performance drops as much as ~ 90% when features are almost perfectly correlated
(p = 0.99). On the other hand, for both the nonlinear additive and piecewise constant
datasets, MAPLE’s performance stayed relative stable across values of p.

GaussianLinear GaussianNonLinearAdditive GaussianPiecewiseConstant
1.00 1.00 1.00 =
075 0.75 0.75
L 0.50 0.50 0.50
“ 025 0.25 0.25
000} —————— | 00 0.00} ——————
-0.25 095
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00 '—Ull.i)l) 0.25 0.50 0.75 1.00
Rho Rho Rho
—— RANDOM  —— SHAP SHAPR ~ —— BF-SHAP —— MAPLE —— LIME L2X

Figure 2: Results for faith- on a multilayer perceptron trained on three types of Gaussian datasets.

Performance across ML models Next, we train three ML models: linear regression, decision tree,
and multilayer perceptron, with a piecewise constant dataset and compare faith-. Figure [3{shows
that as in Figure [2] explainer performance drops as features become more correlated. Most explainers
perform well for linear regression up to p = 0.75. The performance of SHAP, SHAPR, and LIME



remain relatively consistent across ML models. In contrast, BF-SHAP performs significantly worse
on the tree model. The nearly consistent negative faith- score of MAPLE on the tree model provides
additional evidence to Table[2]that in some cases, the most important feature weights MAPLE predicts
tend be the least important.

linear regression decision tree multilayer perceptron

0.75
0.50 040} ————= 060} S
— 0.40
= 2
£ 02 0.20
o 0.20
E 0.00
= o i 0.00} — e —
0.20
0 0.20
A0 -0.40
0.00 025 050 0.5 L00 0.00 025 050 0.5  L00 0.00 025 050 0.5 100
Rho Rho Rho

—— RANDOM —— SHAP SHAPR —— BF-SHAP —— MAPLE — LIME LZX]

Figure 3: Results for faith- for three types of ML models— linear regression, decision tree, and
multilayer perceptron— trained on a Gaussian piecewise constant dataset.

5.3 Simulating the wine dataset

In this section, we demonstrate the power and flexibility of synthetic datasets by simulating the
popular wine dataset [[12}138] with synthetic features so that it can be used to efficiently benchmark
feature attribution methods.

The white wine dataset has 11 continuous features (x.,) and one integer quality rating (yr.a) between
0 and 10. In this section, it is formulated as a regression task, but it can also be formulated as a
multi-class classification task. The features are first normalized to have zero mean and unit variance,
then an empirical covariance matrix is computed (Appendix Figure[5), which is then used as the input
covariance matrix to generate synthetic multivariate Gaussian features (). Simulated wine quality
(ysim) 1s labeled by a k-nearest neighbor model based on real datapoints (Trear, Yreal)-

We evaluate how close the simulated dataset is to the real one in two steps. First, we compute the
Jensen-Shannon Divergence (JSD) [41] of the real and synthetic wine datasets. JSD measures the
similarity between two distributions, it is bounded between 0 and 1, and lower JSD suggests higher
similarity between two distributions. The JSD of marginal distributions between the real empirical
features and the synthetic Gaussian features has a mean of 0.20, and the JSD of real and synthetic
targets is 0.23, suggesting a good fit. Second, we train three types of ML models on both simulated
and real wine datasets and compare the MSE of explanations on a common held-out real test set. As
shown in Appendix Table[5] consistent low MSE across ML models and explainers suggest that the
simulated dataset is a good proxy for the original wine dataset for evaluating explainers.

Next, we compute evaluation metrics for five different explainers on the synthetic wine dataset. Note
that computing these metrics accurately is not possible on the real wine dataset, as the conditional
distribution is unknown. As shown in Table |3} SHAP performs well on the Shapley metrics, con-
sistent with Table 2] Both LIME and MAPLE outperform SHAP on faith+. MAPLE achieves top
performance on mono-, however, none of the explainers significantly outperform RANDOM.

Table 3: Explainer performance on the simulated wine dataset across metrics. All performance
numbers are from explainers explaining a decision tree model.

RANDOM SHAP LIME MAPLE L2X
faith- (1) 0.012409.011 04619034 0.23710031 —0.00710.036 —0.01040.032
faith+ (T) 0-025i0.038 0.488i0.023 0-595i0.022 0.556i0,021 O~055i0.035
mono- (1) 0.490+0.004 0.50210.010 0.500£0.013  0.506+0.011 0.49210.001
mono+ (T) 0-523i0.010 0.55610,012 0~539i0.005 0-513i0.008 O~522i0.008
shapley-corr (T) O~011i0.027 0.81510,024 0.692i()‘019 0.669i0,007 0~035i0.055
shapley-mse (J,) 1~032i0.022 0.01410_003 0~032i04005 0-041i0.001 0~O55i0.001




5.4 Recommended usage

Throughout Section 5] we gave a sample of the types of experiments that can be done using XAI-
BENCH (recall that our comprehensive experiments are in Appendix [E.T). For researchers looking
to develop new explainability techniques, we recommend benchmarking new algorithms across all
metrics using our synthetic multivariate Gaussian and mixture of Gaussian datasets with different
values of p. These datasets give a good initial picture of the efficacy of new techniques. For
researchers with a dataset and application in mind, we recommend converting the dataset into a
synthetic dataset using the technique described in Section[5.3] Note that converting to a synthetic
dataset also gives the ability to evaluate explainability techniques on perturbations of the original
covariance matrix, to simulate robustness to distribution shift. Finally, researchers can decide on
the evaluation metric that is most suitable to the application at hand, based on the model, intended
use-case, size and number of features of the dataset, and level of feature correlation. For example,
ROAR-based metrics may be the most appropriate for structured data that is prone to unreliable
function evaluations in low-density regions of the feature space, and faithfulness and monotonicity
are the most lightweight options for applications in which high-dimensional data and high cost of
model training make ROAR-based and Shapley-based metrics infeasible.

6 Societal Impact

Machine learning models are more prevalent now than ever before. With the widespread deployment
of models in applications that impact human lives, explainability is becoming increasingly more
important for the purposes of debugging, legal obligations, and mitigating bias 26} 44,16, |15]]. Given
the importance of high-quality explanations, it is essential that the explainability methods are reliable
across all types of datasets. Our work seeks to speed up the development of explainability methods,
with a focus on catching edge cases and failure modes, to ensure that new explainability methods are
robust before they are used in the real world. Of particular importance are improving the reliability
of explainability methods intended to recognize biased predictions, for example, ensuring that the
features used to predict criminal recidivism are not based on race or gender [23]]. Frameworks for
evaluating and comparing explainability methods are an important part of creating inclusive and
unbiased technology. As pointed out in prior work [14], while methods for explainability or debiasing
are important, they must be part of a larger, socially contextualized project to examine the ethical
considerations of the machine learning application.

7 Conclusions and Limitations

In this work, we released a set of synthetic datasets along with a library for benchmarking fea-
ture attribution algorithms. The use of synthetic datasets with known ground-truth distributions
makes it possible to exactly compute the conditional distribution over any set of features, enabling
computations of several explainability evaluation metrics, including ground-truth Shapley values,
ROAR, faithfulness, and monotonicity. Our synthetic datasets offer a variety of parameters which
can be configured to simulate real-world data and have the potential to identify failure modes of
explainability techniques. We showcase the power of our library by benchmarking several popular
explainers with respect to ten evaluation metrics across a variety of settings.

Furthermore, despite the fact that the synthetic datasets aim to cover a broad range of feature
distributions, correlations, scales, and target generation functions, there is almost certainly a gap
between synthetic and real-world datasets. However, as discussed before, it is often the case that we
do not know the ground truth generative model of real datasets, thus making it impossible to compute
many objective metrics. Hence, there is a trade-off between data realism and ground truth availability.

Note that our library is not meant to be a replacement for human interpretability studies. Since the
goals of explainability methods are inherently human-centric, the only foolproof method of evaluating
explanation methods are to use human trials. Rather, our library is meant to substantially speed up
the process of development, refinement, and identifying failure modes, before reaching human trials.

Overall, we recommend developing new explainability methods in this library, and then conducting
human trials on real data. Our library is designed to substantially accelerate the time it takes to
move new explainability algorithms from development to deployment. With the release of API
documentation, walkthroughs, and a contribution guide, we hope that the scope of our library can
increase over time.
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Checklist

1. For all authors...

(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes] Our abstract and introduction accurately reflect our
paper.

(b) Did you describe the limitations of your work? [Yes] See Section

(c) Did you discuss any potential negative societal impacts of your work? [Yes] See
Section

(d) Have you read the ethics review guidelines and ensured that your paper conforms to
them? [Yes] We discuss the ethics guidelines in Section [6]

2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [N/A] We did not
include theoretical results.

(b) Did you include complete proofs of all theoretical results? [N/A] We did not include
theoretical results.

3. If you ran experiments...

(a) Did you include the code, data, and instructions needed to reproduce the main ex-
perimental results (either in the supplemental material or as a URL)? [Yes] All code,
data, and instructions needed to reproduce our experimental results are available at
https://github.com/abacusai/xai-bench.

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes] All training details are specified in our repository and discussed in
the appendix.

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)? [Yes] We included error bars for the experiments (Section [5).

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUs, internal cluster, or cloud provider)? [Yes] We give runtime and hardware
details in Section

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes] We cite all creators
of explainability methods and metrics implemented, both in our repository and in the
appendix.

(b) Did you mention the license of the assets? [Yes] We mentioned the licenses for all
assets in our repository.

(c) Did you include any new assets either in the supplemental material or as a URL? [Yes]
We include new assets in our repository.

(d) Did you discuss whether and how consent was obtained from people whose data you're
using/curating? [Yes] We did not gather any new data. All of our datasets are synthetic.

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [Yes] All of the datasets we use are synthetic.
5. If you used crowdsourcing or conducted research with human subjects...
(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A] We did not have human subjects.

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [N/A] We did not have human subjects.

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A]| We did not have human subjects.
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https://github.com/abacusai/xai-bench

A Dataset Documentation and Intended Use

Our code is available at https://github.com/abacusai/xai-bench.

A.1 Author responsibility

We bear all responsibility in case of violation of rights, etc. The license of our repository is the
Apache License 2.0. For more information, see https://github.com/abacusai/xai-bench/
blob/main/LICENSE.

A.2 Maintenance plan and contributing policy.

We plan to actively maintain the repository, and we welcome contributions from the explainability
community and machine learning community at large. For more information, see https://github.
com/abacusai/xai-bench. As our benchmarks are synthetic, we will host the code to generate
the datasets on GitHub.

A.3 Code of conduct

Our Code of Conduct is adapted from the Contributor Covenant, version 2.0, available at
https://www.contributor-covenant.org/version/2/0/code_of_conduct.html.
The policy is copied below.

“We as members, contributors, and leaders pledge to make participation in our
community a harassment-free experience for everyone, regardless of age, body
size, visible or invisible disability, ethnicity, sex characteristics, gender identity
and expression, level of experience, education, socio-economic status, nationality,
personal appearance, race, caste, color, religion, or sexual identity and orientation.”

B Reproducibility Checklist

To ensure reproducibility, we use the Machine Learning Reproducibility Checklist v2.0, Apr. 7,
2020 [30]. An earlier verision of this checklist (v1.2) was used for NeurIPS 2019 [30]].

* For all models and algorithms presented,

— A clear description of the mathematical setting, algorithm, and/or model. We
clearly describe all of the settings and algorithms in Section [3.1]and Appendix Sec-
tion[El

— A clear explanation of any assumptions. Some of the explainability techniques
implemented in our repository make assumptions about the dataset (e.g., that all
features are independent). We give this information in Appendix [E}

— An analysis of the complexity (time, space, sample size) of any algorithm. We the
complexity analysis in Section[3.T]and Appendix Section [E]
* For any theoretical claim,

— A clear statement of the claim. We do not make theoretical claims.
— A complete proof of the claim. We do not make theoretical claims.
* For all datasets used, check if you include:

— The relevant statistics, such as number of examples. We used a real dataset in
Section[5.3] We give the statistics for this dataset in the same section.

— The details of train / validation / test splits We give this information in our repository.

— An explanation of any data that were excluded, and all pre-processing step. We
did not exclude any data or perform any preprocessing.

— A link to a downloadable version of the dataset or simulation environment. Our
repository contains all of the instructions to download and run experiments on the
datasets in our work. See https://github.com/abacusai/xai-bench,
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— For new data collected, a complete description of the data collection process, such
as instructions to annotators and methods for quality control. We release new
synthetic datasets, so there was no collection process. The code to generate the
synthetic datasets is hosted on GitHub.

* For all shared code related to this work, check if you include:

— Specification of dependencies. We give installation instructions in the README of
our repository.

Training code. The training code is available in our repository.

Evaluation code. The training code is available in our repository.

(Pre-)trained model(s). We do not release any pre-trained models. The code to run
all experiments in our work can be found in the GitHub repository.

README file includes table of results accompanied by precise command to run
to produce those results. We include a README with detailed instructions to repro-
duce our experiments.

* For all reported experimental results, check if you include:

— The range of hyper-parameters considered, method to select the best hyper-
parameter configuration, and specification of all hyper-parameters used to gener-
ate results. We use default configuration for explainers except SHAPR, tuning details
in Appendix [E.2]

— The exact number of training and evaluation runs. We report 3 runs for each
experiment.

— A clear definition of the specific measure or statistics used to report results. We
define our metrics in Section [3.2]and Appendix [E.T]

— A description of results with central tendency (e.g. mean) & variation (e.g. error
bars). We report mean and standard deviation for all experiments.

— The average runtime for each result, or estimated energy cost. We report the
runtimes in Section[Hl

— A description of the computing infrastructure used. We use CPUs for all experi-
ments. We give details of our experiments in Appendix Section [H]

C Multivariate Gaussian distribution

The probability density function of a non-degenerative multi-variate normal distribution is

_exp(—3(@—p) =z — p)
fe(z1,...yzp) = 203 , )

with parameters pr € R” and ¥ € RP*P,

D Mixture of Gaussian features

Now we describe the mixture of Gaussian features. Suppose now that X = (X1,...,Xp)T is a
D-dimensional random vector distributed as a mixture of k£ Gaussians. We write this as X ~
> =1 N (pj, X;), where each p; is a D-dimensional mean vector for the 4™ mixture component,

and 3; is the D x D covariance matrix for the j® mixture component.

Suppose, as before we use the partition defined by X = [ij and partition the parameters of each

mixture component accordingly as

M R DO/ R T 12
1 Lij,z]’zj {Zjﬂl b)) }



forj =1,...,k. Then, given Xy = x3, the conditional distribution is also a mixture of Gaussians,
written (X 1| X2 = 23) ~ 375 miN(p}, ), where the parameters of each mixture component
can be written

15 = i1+ 2512550 (®3 — pji2) (10)
5=+ X5 12%; 5,82 (11)
* 7 fi2(@3) (12)

FA—
> i=1 Tefe(x3)
and where f;o denotes the probability density function of the multivariate normal distribution
N (g2, Ej,22)-

E Descriptions of Explainability Metrics and Explainers

E.1 Metrics

In this section, we give the formal definitions for the rest of the evaluation metrics from Section E}
We start by giving the definition of the ROAR-based metrics.

Recall that the major difference between ROAR-based metrics and other metrics is that in order to eval-
uate the marginal improvement of sets of features, ROAR-based metrics retrain the model using a new

dataset with the features removed. For example, rather than computing |E_, (@r:) [f(z")] — f(x)

b}

we would compute ‘ f *(]Em,ND( )[a:’ 1) — f(x)|, where f* denotes a model that has been trained

TF\i
on a modification of Dy,i, where each datapoint has its ¢ features with highest weight removed. Given
a datapoint « and a set of features S C F’, we start by defining Z g, the expected value of a datapoint
conditioned on the features S from x:

_ { x; for indices i € S (13)

Tg = , Do

s E [z} | @' ~ Dst 2} = z; for j € S| forindices i ¢ S
Let Dfr;n denote a new training set by replacing each @ ~ Diyin With &\ o (aw(a),i)» Where w(x)
denotes the weight vector for « and o~ (w(x),i) denotes the ith most important feature for x
according to w. Thatis, D/ is the training set modified by removing the ith most important features

train
for each datapoint. Let f i~ denote the model f retrained on D" instead of Dy.in. Then we define

roar-faith- as follows:

17—
train

roar-faith- = Pearson (’fi_(jp\i) - f(w)‘1gi§D , [’U}Z‘]lgiSD) , (14)

Next, let Dfrj[m denote a new training set by replacing each & ~ Dy With T p\ o+ (aw () i), Where

w(x) denotes the weight vector for « and o™ (w(x), i) denotes the ith most important feature for
x according to w. That is, Dfr;n is the training set modified by removing the ¢th most important
features for each datapoint. Let f “+ denote the model f retrained on Dfr;-n instead of Dy,i,. Similar
to roar-faith-, we define roar-faith+ as follows:

roar-faith+ = Pearson (|fi+(i{,;}) — fi+(:f:{@})|1gi§D , [wi]lgigD) ) (15)

Recall from Section [3|that S~ (w), i) denotes the set of i least important weights, S (w, i) denotes
the set of ¢ most important weights, and S~ (w,0) = . Let Dti(iﬁ)f denote a new training set by

replacing each @ ~ Dypin With T p\ 5 (w(a), k), Where w(x) denotes the weight vector for . That is,

16



D{ﬁ;n is the training set modified by removing the k least important features for each datapoint. Let

f S(k)= denote the model f retrained on Di(ilz)f instead of Dy,in. We define roar-mono- as follows:

S S(k)— (= ST/~
= Y@ ) Y @), (16)
1 D-2
roar-mono- = D1 H|5:‘§|5l+1| 17
1=0

S(k)+

train

Similarly, let D
where w(x) denotes the weight vector for . That is, D

denote a new training set by replacing each @ ~ Dyin With & p\ 5+ (w (), k) »
k+

irain 1S the training set modified by removing

S(k)+

the k& most important features for each datapoint. Let f5(*)* denote the model f retrained on Do

instead of Dy.,;,. We define roar-mono+ as follows:

g:r _ fS(k)Jr(a_:SLl(w)) _ fS(k)Jr(a_:Sf(w))’ (18)
| D=2
roar-mono+ = D1 ; HMT\SWLJ (19)

Now we give the formal definition for Shapley values. Given a datapoint x, the Shapley value v; is
defined as follows.

v; = Z |S|'(F|;||'S| - 1)' (Ew,ND(mSu{i})[f($l)} . Em’ND(wS)[f(w/)])a (20)

SCF\{i}

where D (xg) is defined as in Equation |1} Then for a datapoint x, shapley-corr is defined as the
correlation between the weight vector w and the set of Shapley values for x, and shapley-mse is
defined as the mean squared error between the weight vector w and the set of Shapley values for .
Formally,

shapley—corr = Pearson ([’Uihgigp, [’wi]lgiSD) s (21)
D

shapley-mse = Z (v; — wi)2 . (22)
=1

The main drawback of this metric is its time complexity, which is ©(27) for a D-dimensional dataset.
Computation quickly becomes infeasible as D scales up.

E.2 Local Feature Attribute Explainers

In this section, we give descriptions and implementation details of all of the explainability methods
and metrics implemented in our library.

E.2.1 SHAP

Lundberg et al. [26] proposed a few methods such as BF-SHAP to estimate Shapley values defined
by Equation 20} Due to the unavailability of the generative model of conditional distribution for
real datasets, one can not accurately compute E[fs(xs)]. BE-SHAP makes two assumptions: (1)
model linearity, which makes E[fs(zs)] = fs(E[xs]), (2) feature independence assumption: E[xg]
with marginal expectation instead of conditional expectation. In this work, we refer the official
implementation of SHAP as SHAP, and re-implemented brute-force kernel SHAP as BF-SHAP.

E.2.2 SHAPR

Aas et al. [[1] proposes several techniques to relax both assumptions and improve BF-SHAP such as
“Gaussian”, “copula”, and “empirical”. Because the “empirical” method with a fixed o performs well
across tasks in the original paper, we re-implemented the original R package in python with a tuned

from {0.1, 0.2, 0.4, 0.8} and fixed 0 = 0.4 and refer it as SHAPR.
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E.2.3 LIME

Local Interpretable Model-agnostic Explanations (LIME) [32] interprets individual predictions based
on locally approximating the model around a given prediction. We use LIME from the official SHAP
repository.

E.24 MAPLE

MAPLE [31] is another technique that combines local neighborhood selection with local feature
selection. We use official implementation from the official SHAP repository.

E.25 L2X

L2X [11] used a mutual information-based approach to explainability. The L2X explainer has a
hyperparameter k£ which needs to be defined by the user to decide the top £ most important features
to pick. For each D-dimensional data point, L2X outputs a D-dimensional binary vector [;; with 1
indicating important features and 0 indicating unimportant features. Because % is often unknown a
priori, we modified L2X as follows:

9 D
=— I 23
YT R+ 1) ]; & (23
where ﬁ is a scaling factor to ensure the elements in w sum up to 1. The original L2X model

uses 1 million training samples to achieve good performance, due to the computation limitation of
metrics calculation, we limit the training set size of synthetic experiment to 1000, and experiments
show that L2X often fails to achieve good performance.

E.2.6 RANDOM

RANDOM explainer is implemented to serve as a baseline model. The explainer generates random
weights from standard normal distribution.

F Dataset details

For 5-dimensional datasets, linear w = [4,3,2,1,0],

piecewise constant:

1, 1 >=0
0 = 24
l(xl) { —1, 1 < 0 ( )
-2, z2 < —0.5
1, —0.5< 15 <0
v = 2
2(22) 1, ~0<x3 <05 25)
2, ) 2 0.5
U3(x3) = floor(2cos(mxs)) (26)
U(z;) =0, i=4,5 (27)

where floor() is a rounding function that rounds a real number to the nearest integer with the lowest
absolute value.

Nonlinear additive:

Uy (z1) = sin(xy) (28)
Uy (xa) = |xo] (29)
U3 (23) = 23 (30)
Uy (24) = €™ (31
Us(z5) =0 (32)

where floor() is a rounding function that rounds a real number to the nearest integer with lowest
absolute value.
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Figure 4: Label distribution of (a) Gaussian Linear, (b) Gaussian Nonlinear Additive, and (c) Gaussian
Piecewise Constant datasets. 1 million datapoints are generated for each dataset, and 120 equal sizedd
bins from -6 to 6 are used for discretizing the distribution.

G Higher dimensional experiments

Two factors limit experiments with high dimensional features: (/) SHAPR, BF-SHAP, and the
Shapley metrics evaluate a model ©(2%) times per datapoint, (2) ROAR-based metrics require
retraining models O(D) times which is computationally expensive. In Figures |§| and [7} we give
experiments in the same setting as in Section[3] on a synthetic dataset with 100 dimensions, for all
but the most computationally-intensive Shapley-based explainers.

H Additional results

In this section, we present additional results and experimental details.

Table 4: Time taken in seconds by explainers to explain 100 five-dimensional test datapoints from the
Gaussian piecewise constant dataset for a multilayer perceptron model.

Random SHAP SHAPR BF-SHAP MAPLE LIME L2X
Time (in seconds)  0.00009 39 323.8 0.2 3.2 28.0 6.5

Table [ shows the time explainers take to generate explanations for 100 test datapoints. All of our
experiments were run on CPUs. We report mean and standard deviation across three runs for all
experiments except for Table[d All synthetic experiments have a training size of 1000, and test size
of 100.

The wine dataset contains 4898 datapoints. In Table[5} we give the mean squared error between
explanations for predictions of models trained on the real vs. simulated wine dataset described in
Section 3

We conclude by presenting the comprehensive results for ten different evaluation metrics, seven
different feature attribution algorithms, nine different datasets, and five different values of p.

Table 5: Mean squared error (MSE) between explanations for predictions of models trained on real
and simulated wine dataset. Random predictions are generated from standard Gaussian distribution for
every feature for each datapoint. Low MSE across ML models and explainers suggest the simulated
wine dataset is a good representation of the real dataset for explainability benchmarking.

Model SHAP LIME MAPLE L2X Random
Linear 0.028 £0.009 0.047 £0.016 0.027 £0.009 0.0009 4 0.0001

Tree  0.047 +£0.003 0.009 &£ 0.001 0.052 £0.012 0.0008 £ 0.0001 1.988+0.001
MLP 0.028 £0.003 0.037 +0.008 0.040 4+ 0.002 0.0008 £ 0.0001

19



Empirical feature covariance matrix

fixed acidity .—0.02 0.29 0.09 0.02 -0.05 0.09 0.27 -0.43-0.02-0.12
volatile acidity -0.02.-0.15 0.06 0.07 -0.10 0.09 0.03 -0.03-0.04 0.07
citric acid (74 -0.15. 0.09 0.11 0.09 0.12 0.15 -0.16 0.06 -0.08

residual sugar LSRN0 0.09.0.09 0.30 0.40 .—0.19—0.03—0.45
Il IR 0.02 0.07 0.11 0.09.0.10 0.20 0.26 -0.09 0.02 -0.36

free sulfur dioxide RO KOROR0E R0 R0 o) .0.62 0.29 -0.00 0.06 -0.25
total sulfur dioxide J{UNOIIOR0II 0 A 0710 0821 0) 0.62.0.53 0.00 0.13 -0.45
density ({7 N0HIE] 0.15.0.26 0.29 0.53.-0.09 0.07 -0.78
Jzl8-0.43-0.03-0.16-0.19-0.09-0.00 0.00 —0.09. 0.16 0.12

P iFR -0.02-0.04 0.06 -0.03 0.02 0.06 0.13 0.07 0.16 .-0.02

Elleeae]l-0.12 0.07 -0.08-0.45-0.36-0.25-0.45-0.78[0.12 -0.02.

Figure 5: Empirical covariance matrix of the wine dataset. Features are normalized to have unit
variance and zero mean.
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Figure 6: Results for faith- across ML models and ps on the Gaussian linear dataset with 100
dimensions. Note that the error regions for faith- are much smaller than the error regions for mono-

(Figure [7).
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Figure 7: Results for mono- across ML models and ps on the Gaussian linear dataset with 100
dimensions.
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Figure 9: Results of faith+ across ML models, dataset types, and ps.
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Figure 13: Results of roar-faith+ across ML models, dataset types, and ps.
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Figure 16: Results of shapley-mse across ML models, dataset types, and ps.
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Figure 17: Results of shapley-corr across ML models, dataset types, and ps.
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