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A APPENDIX

A.1 HYPERPARAMETERS FOR THE REPRODUCED METHODS IN ANALYSIS

For the work by Sanh et al. (2020), we fine-tune a BERT-tiny model with the following hyper-
parameters: 3 epochs of training with a learning rate of 3e-5, and a batch size of 32. The learning
rate is linearly increased for 2000 warming steps and linearly decreased to 0 afterward. We use an
Adam optimizer with default hyperparameters.

For the work by Utama et al. (2020), we fine-tune a BERT-base model with the following hyper-
parameters: 2000 examples and 3 epochs of training with a learning rate of 2e-5, and a batch size
of 32. The learning rate is linearly increased for 2000 warming steps and linearly decreased to 0
afterward. We use an Adam optimizer with default hyperparameters.

A.2 LIST OF NEGATION WORDS

We use the following list to filter the negation words bias,

[no, not, none, nothing, never, aren’t, isn’t, weren’t, neither, don’t, didn’t, doesn’t, cannot, hasn’t,
won’t.]

A.3 CALCULATION OF THE WORD OVERLAP RATE

We use the following formula to calculate the overlap rate,

overlap rate =
#words (sentence1 ∩ sentence2)

min(#words sentence1, #words sentence2)
. (1)
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