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1 APPENDIX

In the Appendix, we show the introduction and some details of TransT developed by Chen et al.
(2021) and Mixformer developed by Cui et al. (2022) as follows for the self-explanatory purpose.

1.1 TRANST
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Figure 1: TransTCAC Model Architecture. We connect TransT’s ResNet50’s backbone and
matcher onto CAC density head.

The architecture of TransT is illustrated in Figure 1. Given reference and query images, third-layer
features (stage3) generated by the ResNet-50 backbone are outputted. The feature fusion network
(matcher) is then responsible for localizing target objects within the query image. The prediction
head then utilizes the matched features and yields the bounding box predictions. Regarding our
needs to enhance matching, we focus on the feature-fusion network and the strength of its sub-
components, ego-context augment (ECA) and cross-feature augment (CFA) modules. From a high-
level perspective, the feature-fusion network is composed of an encoder for feature refinement and
decoder for matching. The encoder individually strengthens feature maps on query and reference
branches through ECA (self-attention). Proceedingly, the CFA (cross-attention) extracts foreground
pixels on the two branches, exchanging pixel information across branches through dot-product at-
tention.

ECA simulates self-attention and strengthening the query feature maps and reference feature maps
individually. On the other hand, CFA, a modified version of cross-attention, selects useful features
based on global interactions across query and reference features. Specifically, the CFA module
within the encoder’s reference branch strengthens regions within reference features having larger
similarity with the query, therefore amplifying the foreground reference features while suppressing
the noises and background context unnecessary for matching. Likewise, the top CFA module in the
encoder’s query branch highlights potential pixel candidates of the reference object within the query
image. The CFA block in the encoder utilizes cross attention to highlight foreground information for
both reference and query features. Given that (1) the feature fusion encoder can effectively determine
regions of interests within the feature maps and (2) the feature fusion decoder can perform accurate
matching through cross attention, we decide to integrate it onto the CAC matching framework.
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1.2 MIXFORMER
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Figure 2: MixFormerCAC Architecture. We connect MixFormer’s MAM backbone and replace
the original prediction head with the CAC density head.

The architecture of MixFormer is illustrated in Figure 2. MixFormer uses CvT proposed by Wu
et al. (2021) as backbone, where the input query and references are first mapped into overlapped
patch embedding with Convolutional Token Embedding. The patch embeddings are then flattened,
concatenated, and inputted into a target-search MAM (Mixed-Attention Module) to perform both
feature extraction and information incorporation. Finally, the split and reshaped search tokens are
fed into the localization head to gets bounding box coordinates. With regards to feature extraction
and matching, asymmetric attention applies self-attention on reference branch and preserves distinc-
tive reference features, while applying cross-attention simultaneously to fuse interactions between
query and references and therefore enhance localization and similarity measures.
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