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ABSTRACT
This supplementary material presents additional information on
implementation details and discussions on additional experiments:
(1) Section 1: More Implementation Details ; (2) Section 2: Pretrain-
ing Details; (3) Section 3: CLIP Adapter Configuration; (4) Section
4: More Qualitative Results.

A MORE IMPLEMENTATION DETAILS
To obtain visual and spatial-wise embedding, we use two self-
attention layers, each of which has 8 heads, with a dropout rate
set to 0.1. The pair interaction decoder has 2 layers and the head
is set to 8 for both muti-head self-attention and cross-attention
layers. The Adam is adopted for the training phase, with both the
learning rate and weight decay being 1𝑒 − 4. We train the model
for 50 epochs conducted on 4 Nvidia A800 GPUs, with a batch size
of 120.

As mentioned in Section 4.5, we compute the hard loss Lℎ𝑎𝑟𝑑

and the soft loss L𝑠𝑜 𝑓 𝑡 . The detailed calculation can be referred as
follows:

L𝑠𝑜 𝑓 𝑡 = 𝐹𝑜𝑐𝑎𝑙 (𝑆𝑐𝑙𝑖𝑝 , 𝑆𝑣) × 𝑆𝑜 𝑓 𝑡𝑀𝑎𝑠𝑘 (1)

Lℎ𝑎𝑟𝑑 = 𝐹𝑜𝑐𝑎𝑙 (𝑆𝑔𝑡 , 𝑆𝑣) × (1 − 𝑆𝑜 𝑓 𝑡𝑀𝑎𝑠𝑘) (2)

where 𝐹𝑜𝑐𝑎𝑙 (.), 𝑆𝑐𝑙𝑖𝑝 , 𝑆𝑔𝑡 , 𝑆𝑣 , and 𝑆𝑜 𝑓 𝑡𝑀𝑎𝑠𝑘 denote focal loss [2],
CLIP labels, ground truth labels, predicted action score and soft
mask as mentioned in Section 4.4.

Base Verb Novel Verb
ride instr hold obj
hit instr sit instr
hit obj look obj
eat obj eat instr

jump instr lay instr
talk on phone instr carry obj

throw obj catch obj
cut instr ski instr
cut obj drink instr

work on computer instr snowboard instr
surf instr
kick obj
read obj

skateboard instr
Table 1: The 14 base verbs and 10 novel verbs of V-COCO in
our split.

B PRETRAINING DETAILS
We apply the three main interaction datasets for the first step pre-
training, including HICO-DET, V-COCO, and VG150. These datasets
provide bounding box coordinates, object categories, and inter-
action categories, which can be directly used to enhance CLIP’s
alignment capabilities on HOI. To avoid introducing novel category
information and leaking test dataset information, we only keep the
base classes in the training sets of the three datasets for pretrain-
ing to eliminate data leakage issue. Notably, we use the same base
and novel categories for the three datasets. However, due to the
different annotation schemes in the three datasets, the datasets may
have different label symbols but have the same meaning. Hence,
given a predefined base category list, if a class label’s synonymous
name is also in the list, it can be viewed as an extend base category.
Otherwise, it is put into the novel list. Specifically, for HICO-DET,
we follow [4] to split the base and novel categories according to
different setting. For V-COCO, we provide our split as in Table 1
We use Adam as an optimizer in pre-training, with a learning rate
of 5𝑒 − 5, beta 0.9 and 0.98 for the first and second moments, and a
weight decay of 0.2. For every 10 steps, the learning rate is reduced
by a factor of 0.1. We conduct pretraining for 35 epochs with 4
Nvidia A800 GPUs and a batch size of 120.

C CLIP ADAPTER CONFIGURATION
As mentioned in Section 4.1 of our paper, we employ an adapter
technique to calibrate CLIP, i.e.CaCLIP. In this section, we conduct
experiments to investigate the effects of different adapter config-
urations on the performance of CLIP. Following the approach [1],
we first introduce multi-layer perceptrons (MLP) separately in the
image and language branches, denoted as MLP. Besides, we test
the other two adapter variants, MLP with a residual connection
and transformer-based encoder adapter [3], denoted as MLP w/res
and Transformer Encoder. For MLP w/res, the calibrated embed-
dings are then residual fused with the original CLIP embeddings,
represented as:

𝑋 ∗ = 𝛽Adapter(𝑋 ) + (1 − 𝛽) (𝑋 ) (3)

where Adapter denotes the image or text adapter, 𝑋 denotes an
image or text feature from CLIP, 𝑋 ∗ is calibrated embeddings and
𝛽 is a hyperparameter which we set to 0.2 following [1]. For a fair
comparison, the number of layers in the both MLP and transformer
encoder is set to 2. The results are presented in Table 2. We observe
that involving MLP in the image and text branches without residual
addition operations achieves optimal performance, resulting in the
best calibration of CLIP on HOI.

Furthermore, we investigate different adapter layers for the im-
age and language branches. As shown in Table 3, having the same
number of adapter layers leads to better performance than scenar-
ios where one branch was omitted. A two-layer MLP outperformed
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hold / smell … 

 apple

kiss / hold / pet … 

dog

ride / hold / run … 

horse

 hold / swing … 

 baseball bat
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Figure 1: More qualitative results of our CaM-LQ. We show localization results, attention maps of the decoder w/o and w spatial
priors respectively. Green: correctly detected base category. Orange: correctly detected novel category.
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Variants Full Seen Unseen
MLP 38.00 38.90 34.39
MLP w/ res 35.21 35.71 33.19
Transformer Encoder 36.12 37.09 32.24

Table 2: The performance with different CLIP adapter vari-
ants.

𝑁𝑖𝑚𝑔 𝑁𝑡𝑥𝑡 Full Seen Unseen
0 1 33.96 34.29 32.62
1 0 35.30 35.69 33.76
1 1 35.96 37.25 30.81
2 2 38.00 38.90 34.39
3 3 36.22 37.12 32.64

Table 3: The performance with different numbers of adapter
layers in CLIP image and text branch. 𝑁𝑖𝑚𝑔 denotes the num-
ber of layers of the image branch while 𝑁𝑡𝑥𝑡 refer to that of
the text branch

a single-layer MLP by a large margin of 2.04 mAP, and introducing
the third linear layer does not yield improved results. Hence, we
choose two MLP layers as our default configuration for our adapter
module.

D MORE QUALITATIVE RESULTS
We showcase more qualitative results in Figure 1. As presented,
CaM-LQ demonstrates outstanding localization capabilities. With
the integration of spatial embedding, our approach can more accu-
rately attend to regions of human-object interaction. In contrast,
models without spatial embedding introduce more irrelevant areas
of interference. By incorporating CaCLIP, our method can predict
novel categories beyond predicting base categories, showcasing
robust Ov-HOI capability.
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