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1.	Purpose	
				Large	language	models	(LLMs)	have	seen	rapid	
advancements	in	recent	years,	but	their	performance	
in	specialized	fields	like	ophthalmology	remains	
constrained	[1].A	critical	challenge	lies	in	integrating	
domain-specific	knowledge	into	these	models	to	
enhance	their	expertise.	To	address	this,	we	
developed	an	ophthalmology	knowledge	base	and	
implemented	a	retrieval-augmented	generation	
(RAG)	approach	to	create	RetiRAG,	a	specialized	
ophthalmology-focused	language	model.	Our	
framework	enables	local	deployment	to	safeguard	
patient	privacy	and	eliminate	the	risk	of	data	leakage.	
By	leveraging	the	knowledge	base,	RetiRAG	
empowers	LLMs	with	precise	and	context-aware	
understanding,	enhancing	their	applications	in	
ophthalmology.	
	
2.	Methods	
				We	built	a	comprehensive	knowledge	base	
comprising	hundreds	of	ophthalmology	textbooks,	
research	papers,	and	clinical	guidelines	to	develop	
RetiRAG,	a	specialized	language	model	tailored	for	
ophthalmology.	To	optimize	information	retrieval,	
the	text	was	divided	into	smaller	chunks	of	five	
sentences	each.	A	Retrieval-Augmented	Generation	
(RAG)	framework	[2]	was	employed,	utilizing	the	e5-
base-v2	model	as	the	retriever	and	Llama-3-8B-
Instruct	as	the	generator.	The	retriever	encoded	both	
user	queries	and	knowledge	chunks	into	768-
dimensional	vectors,	facilitating	efficient	retrieval	
based	on	cosine	similarity.	The	top	five	most	relevant	
chunks	were	then	retrieved	and	provided	as	input	to	
the	generator,	which	produced	a	response	using	a	
predefined	prompt	template.	The	pipeline	of	our	
framework	is	illustrated	in	Figure	1.	We	evaluated	
the	model	on	two	tasks:	answering	questions	related	
to	common	ophthalmic	conditions	and	generating	
keywords	for	rare	disease.	
	
3.	Results	
					For	common	ophthalmic	conditions,	we	evaluated	
the	model's	performance	using	19	clinical	questions,	
with	examples	shown	in	the	left	section	of	Figure	2.	
RetiRAG	achieved	an	accuracy	of	63.2%,	compared	to	
52.6%	for	the	non-RAG	model.	Additionally,	three	
junior	ophthalmology	residents	completed	the	same	

questions,	with	accuracies	of	63.2%,	42.1%,	and	
47.4%,	respectively.	These	results	showed	that	the	
RetiRAG	model	outperformed	the	non-RAG	one	and	
performed	on	par	with	junior-level	ophthalmology	
residents,	showcasing	its	potential	as	a	valuable	tool	
for	clinical	decision-making	in	common	ophthalmic	
scenarios.	For	rare	diseases,	we	evaluated	the	
model's	ability	to	generate	keywords	for	10	
ophthalmology-specific	rare	conditions	(the	right	
section	of	Figure	2).	An	ophthalmologist	assessed	the	
quality	of	the	outputs,	and	we	found	that	RetiRAG	
produced	keywords	more	closely	aligned	with	expert	
descriptions.	In	contrast,	the	non-RAG	model	
generated	partially	relevant	keywords—
approximately	half	were	directly	related	to	the	
diseases,	with	the	remainder	being	generic	or	less	
meaningful.	The	comparison	of	generated	keywords	
in	Figure	2	highlights	RetiRAG's	ability	to	produce	
more	focused,	contextually	relevant,	and	clinically	
meaningful	outputs	for	rare	diseases.	
	
4.Conclusion	
This	study	developed	RetiRAG,	a	retrieval-

augmented	language	model	for	ophthalmology,	
demonstrating	improved	accuracy	on	clinical	
questions	and	more	relevant	keyword	generation	for	
rare	diseases	compared	to	a	non-RAG	model.	
Operating	efficiently	on	a	single	GPU	with	an	
ophthalmology-specific	knowledge	base,	RetiRAG	
highlights	the	potential	for	compact,	scalable	LLMs	to	
achieve	high	performance	in	specialized	medical	
domains	while	ensuring	resource	efficiency	and	
safety.	
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Figure 1: Overview Framework of RetiRAG: A Retrieval-Augmented Generation Pipeline. 

		

	
Figure 2:  Comparison of RetiRAG and Non-RAG Model Performance on Common Ophthalmic Questions (Left) and Rare 

Disease Keyword Generation (Right). 
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	


