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Abstract

Robust verbal confidence generated by large language models (LLMs) is crucial
for the deployment of LLMs to help ensure transparency, trust, and safety in many
applications, including those involving human-AI interactions. In this paper, we
present the first comprehensive study on the robustness of verbal confidence under
adversarial attacks. We introduce attack frameworks targeting verbal confidence
scores through both perturbation and jailbreak-based methods, and demonstrate that
these attacks can significantly impair verbal confidence estimates and lead to fre-
quent answer changes. We examine a variety of prompting strategies, model sizes,
and application domains, revealing that current verbal confidence is vulnerable and
that commonly used defence techniques are largely ineffective or counterproduc-
tive. Our findings underscore the need to design robust mechanisms for confidence
expression in LLMs, as even subtle semantic-preserving modifications can lead to
misleading confidence in responses.

1 Introduction

With the unprecedented advancement of large language models (LLMs) [1, 45, 49] and their
widespread deployment in real-world systems, the robustness in acquiring LLMs’ confidence is
crucial for a wide range of applications [8, 16, 70, 75] including high-stakes tasks [48, 71]. For
human beings, the expression of epistemic uncertainty using natural language is an inherent ability.
As the intelligence of AI systems advances rapidly, we envision in the future it will be important for
AI systems to express their confidence verbally and accurately to produce seamless interactions in
human-AI collaborations.
The ability of LLMs to verbally convey their confidence [17], referred to as verbal confidence in
this paper, is not only important for applications, but also an indicator of the intelligence of LLMs.
Ensuring accurate and robust verbal confidence also underlies the objective of aligning AI models’
core values with those of humans, such as honesty [37, 73], which could be critical to avoiding
mistrust [11, 57, 76] and maintaining future AI to be safe.
Many state-of-the-art (SOTA) LLMs do not allow direct access to model information which remains
an essential limitation for confidence estimation [71, 75]. Even if they are available, logit-based
confidences centered on attaining tokens probabilities and the aggregation of such scores may not
reflect the true model confidence on the overall answer. Verbal confidence encourages AI systems to
express their estimation of uncertainty and has attracted a considerable amount of recent research,
which examine the mechanism and impact of LLMs’ verbal confidence [16, 23, 33, 38, 44, 55, 62, 63,
70, 77], including the influence and implications on trustworthiness and transparency [27]. Numerous
real-world industry systems have started to utilize verbal confidence [8, 42, 75], motivating the
analysis of LLMs’ behaviour on this front as it is key for their successful operation.
Our work presents the first comprehensive study on the robustness of verbal confidence under
adversarial attacks and addresses the basic question: how robust is the verbal confidence of existing
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Figure 1: (a) Demonstration of how perturbations on prompts can affect final verbal confidence
(b) An overview of our proposed attack framework centered on using generated confidence scores to
optimize attacks that either perturb the prompt or append a series of optimized trigger tokens that
ultimately result in a reduction in confidence.

large language models? We highlight the differences in how models perceive and manage uncertainty
cues compared to how humans naturally understand them. Furthermore, given the ease of attaining
verbal confidence from even the most guarded black-box models, it is key to determine how effectively
these can be leveraged by adversaries as an attack objective to alter model behaviour in other ways,
such as predicted answers.
To assess the Achilles’ heel of LLMs in expressing their confidence [6, 56, 58, 69, 79], we propose a
framework designed for attacking verbal confidence scores through both perturbation and jailbreak-
based approaches, and show that these attacks can significantly jeopardize verbal confidence estimates.
We explore three key questions for model deployment that have not been explored: (i) How vulnerable
are these estimates under a range of adversarial attack techniques? (ii) How can these attacks be
effectively crafted to target confidence and answer changes? (iii) How easily can such attacks
be detected or neutralized with existing defence methods? Detailed discussions on real-world
applications and the importance of maintaining proper confidence can be found in Appendix A.
In summary, the main contributions of our work are as follows:
• To the best of our knowledge, this is the first work to provide a comprehensive study of adversarial

attacks on verbal confidence (as shown in Figure 1) and demonstrate their threat to generated
confidences and answers.

• We design novel verbal confidence attacks based on both perturbation-based and jailbreak-based
approaches, showing they can cause up to a 30% reduction in average confidence on user queries
and induce a high rate of answer changes (up to 100% in originally correctly predicted samples).

• We provide a thorough analysis of the stability and behaviour of verbal confidence in various
scenarios and under different mitigation strategies, demonstrating that most mitigation strategies
are ineffective or counterproductive against such confidence attacks.

2 Related Work
Adversarial Attacks in NLP. Adversarial attacks have served as a critical tool to reveal key vul-
nerabilities of vision and NLP models [21, 28, 56]. Adversarial attack methods can be divided into
perturbation-based and jailbreak-based attacks. Recent works of the former type have examined the
robustness of LLMs under word-level attacks that target prediction and generation accuracy [66, 78]
through threat vectors such as demonstrations [67]. Jailbreak-based attacks involve manually or
algorithmically [6, 69] generated trigger phrases that are appended to the input prompt to bypass
safety guardrails [9]. Early methods utilized means such as optimized universal adversarial triggers
(UAT) [64] and top-k gradient-based search [60]. Recent variants of trigger attacks include the GCG
attack [79], black-box only approaches [35], and those with different optimization methods such as
genetic algorithms [40], policy gradient methods [12], and using specially trained LLMs [52].

Vulnerability of Model Confidence. Compared to attacks that target victim models’ accuracy, ad-
versarial attacks against models’ confidence has been understudied but have become more prominent
as AI models are deployed into more applications where calibration robustness needs to investigated
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(see further discussion in Appendix A). Previous works primarily targeted logit-based confidence.
For example, Galil and El-Yaniv [15] formulated confidence attacks and Emde et al. [13] exam-
ined confidence attacks through certified robustness guarantees. Obadinma et al. [47] designed a
framework that tunes adversarial attacks to target miscalibration. Zeng et al. [74] examined attacks
that target uncertainties derived from output tokens’ logits. None of these approaches, however,
have investigated the vulnerability of verbal confidence. This, as discussed above, is a fundamental
problem warranting further investigation.

Natural-Language Confidence. Recently, a significant amount of research has been conducted
to examine the effectiveness of explicitly generating confidence scores alongside natural language
responses (see Geng et al. [17] for a detailed survey). For example, Lin et al. [38] examined fine-
tuning decoder-based LLMs to generate calibrated confidence. Tian et al. [63] evaluated prompting
models for confidence scores and gauge the calibration accordingly. Xiong et al. [70] examined
multiple prompting, sampling, and aggregation strategies for verbal confidence scores. To the best
of our knowledge, this research is the first to examine the robustness of verbal confidence through
adversarial attacks.

3 Adversarial Attacks on Verbal Confidence

We investigate the robustness of verbal confidence produced by LLMs. Given a user prompt consisting
of a query X ≡ {x1, . . . , xN} with a length of N word tokens, users of an LLM can obtain a
confidence level by providing the LLM with an additional task prompt P ≡ {p1, . . . , pM} of M
word tokens, which describes how the LLM should provide a confidence score and may give an
illustrative demonstration of how to do it (i.e., through an example). The queried LLM then generates
a sequence of tokens Y ≡ {y1, . . . , yR} consisting of R word tokens as a response, containing a
subsequence representing its overall answer A ⊆ Y to the query. A corresponding confidence score,
which we call the verbal confidence C, is a scalar quantity attained with the help of the task-specific
prompt that reflects the model’s belief in the correctness of its answer A. The score C is derived
strictly from the output word tokens Y alone without any knowledge of internal model states. We refer
to the entire process as confidence elicitation (CE). Formally, confidence elicitation methods (CEMs)
are functions that map a generated sequence of word tokens Y to a confidence score, CEM : Y → C,
given a specific LLM that serves as a mapping function from the input prompts to the output sequence
LLM : (X,P) → Y . As detailed in Section 3.4, the specific CEM functions can be implemented
with different prompting strategies, including Chain-of-Thought and Multi-Step prompting.

3.1 Verbal Confidence Attack Methods

We propose a series of verbal confidence attack (VCA) methods to automatically generate adversarial
prompts. As Figure 1(a) demonstrates, a common range of alterations in a prompt can significantly
vary confidence estimates or predicted answers. This is undesirable since confidence should be robust
when the meaning of X or P is preserved. The framework for the proposed attacks can be seen in
Figure 1(b), which presents our attack objectives based on generated numeric confidence scores.
The objective of our attack algorithms is to generate attacks based on an input, while maintaining
semantics, that cause a reduction in verbal confidence C. For an adversarial input sequence of
prompt tokens X̂ ≡ {x̂1, . . . , x̂NADV

}, this is a constrained optimization problem with a objec-
tive: minX̂ CEM(LLM(X̂,P)), subject to Sim(X, X̂) > τ , under a similarity function Sim(.) and
specified threshold τ . Likewise, a similar formulation applies if X is unmodified and P is the
adversarial input. Unlike conventional adversarial frameworks, our objective is not to explicitly
prioritize misclassifications, but rather to attack confidence and observe any consequences as a
result. Unlike logit-based attacks, misclassifications are not necessarily bound to occur once the
predicted confidence of the top class is degraded enough. Nevertheless, our goal is also to see how
frequently misclassifications can be induced by using VCAs given that this form of confidence is
easily obtainable by adversaries. We study three threat vectors: user queries (X), along with system
prompts and one-shot demonstrations that provide task examples (both of which comprise P).

3.2 Perturbation-based Confidence Attack
We propose two perturbation-based verbal confidence attacks: VCA-TF and VCA-TB. These
VCA attacks are based on two popular black-box attack algorithms: Textfooler (TF) [31] and
Textbugger (TB) [36]. However, unlike the original algorithms, we design new scoring functions
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which are optimized using verbal confidence in contrast to class-wise probabilities derived from
model logits. These methods first generate importance scores for each token in the sequence by
determining the corresponding difference in the predicted confidence without the token present in the
sequence. Then, each token is ranked and perturbations are prioritized on tokens with the highest
difference. VCA-TF focuses on synonym substitutions, while VCA-TB also includes character
modifications like common typos.
In addition, we formulate two attack types that iteratively attempt corrupting an input through
random common typos (Typos/Ty.), or through word level modifications that include random synonym
substitutions, adjacent token swaps, or token removals (SubSwapRemove/SSR) to optimize the attack
objective. Detailed descriptions of these perturbation-based attacks can be found in Appendix B.

3.3 Jailbreak-based Confidence Attack
3.3.1 ConfidenceTriggers

Algorithm 1 ConfidenceTriggers Optimization
1: Input: Set of confidence estimation methods Z, Set of

training prompts X, # generations G, # prompts α, # tokens
per prompt β, # samples for initial estimation S, # training
samples per iteration ξ, # elites E

2: Output: Trigger Token Sequence T of length β
3: for all z ∈ Z do
4: Random subset sample S examples from X
5: Lz ← AverageConfidence(z, S) ▷ w/o any trigger
6: end for
7: P← InitializePrompts(α, β)
8: for g = 1 to G do
9: for all p ∈ P do ▷ Evaluate fitness of each prompt

10: for all z ∈ Z do
11: Random subset sample ξ examples from X
12: Lpg ← Lpg∥ AverageConfidence(p, z, ξ)− Lz

13: end for
14: Lpg ←

∑
Lpg / |Z|

15: end for
16: Sort P by Lpg

17: Pg ← [ ]
18: Add E lowest loss prompts p to Pg

19: while |Pg| < |P| do
20: pADV1 , pADV2 ←TournamentSelect(K = 2, P)

according to Lpg Twice
21: Choose random split point v
22: pADV1 , pADV2 ← Cross-Over(pADV1 ,pADV2 , v)
23: idx← Randomly choose 20% indices to mutate
24: pADV3 ←Mutation(pADV1 , pADV2 ,idx)
25: Pg ← Pg∥ pADV1 , pADV2 , pADV3

26: end while
27: Keep first α prompts in Pg

28: P← Pg

29: end for
30: for all p ∈ P do
31: for all z ∈ Z do
32: Random subset sample S cases from X
33: LpG ← LpG∥ AverageConfidence(p, z, S)
34: end for
35: LpG ←

∑
LpG / |Z|

36: end for
37: T← P[argmin(LpG)] ▷ Prompt with lowest loss

In Figure 1(b), we show the potential
for a more generalizable form of at-
tack by designing a VCA method called
ConfidenceTriggers, which is designed
to target confidence based on a popular
jailbreak approach [35]. By optimizing a
single series of trigger tokens that get ap-
pended to any number of prompts, LLMs
are led to generate lowered confidences
scores for these prompts. Our work is the
first to optimize and study triggers that
target verbal confidence scores.
Triggers are optimized using a com-
pletely black-box genetic algorithm
(Algorithm 1). No model-specific infor-
mation or tokenizers are required, cor-
responding to the setup that only needs
verbal confidence. To optimize for confi-
dence reduction, we first generate an ini-
tial set of α prompts consisting of β num-
ber of random words. These words come
from a list of approximately 2,000 words
related to the topic of uncertainty to cre-
ate an initial focused search space. This
initialization process is accomplished us-
ing the InitializePrompts function in the
algorithm. We append the triggers to the
system prompt, as we will later show it
is a more effective attack vector. This
also has the byproduct that if a system
or API is infiltrated with such a trigger,
then confidence estimates on subsequent
(benign) user queries are compromised.
The loss function to be minimized is the
difference in average verbal confidence
(see AverageConfidence function in Al-
gorithm 5) across ξ randomly sampled
training examples when using the tested
trigger compared to the average confi-
dence estimated on S randomly sampled
examples without the trigger.
To enable generalizability across different CEMs, we use four different variants to estimate the loss
for each trigger (detailed below in Section 3.4). To produce prompts for the next generation, first E
number of elites are selected, then pairs of parent triggers (from the previous generation) are iteratively
selected through top-k tournament selection [4], with k = 2 to undergo Single Point Cross-Over [26]
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and Random (Uniform) Mutation [20] until there are α child prompts. For Cross-Over, a random
split point is chosen and two child prompts are created whereby the first consists of the sequence
from the first parent up to the split point, and then from the second parent after the split point, and
vice versa for the second child. For Mutation, a third child is created by iteratively sampling token
randomly from either the first parent or second parent. To be specific, 20% of indices are chosen
as mutation points, where a random word is sampled instead. After G generations, the lowest loss
prompt is selected. The efficiency of this attack algorithm is dependent on the input parameters in
Algorithm 1, with the equation for number of model calls needed to optimize a set of triggers being
approximately |Z| ∗ S +G ∗ ξ ∗ |Z| ∗ α+ α ∗ |Z| ∗ S, although once optimized a set of tokens can
be reused indefinitely. Detailed descriptions of settings and the Cross-Over and Mutation functions
can be found in Appendix C.1.

3.3.2 ConfidenceTriggers-AutoDAN
As an alternative method for more naturalistic triggers, we propose a variant of ConfidenceTriggers
based on AutoDAN [40] (ConfidenceTriggers-AutoDAN). AutoDAN is an algorithm for automati-
cally generating stealthy jailbreak prompts through a hierarchical genetic algorithm. Featuring the
same structure as ConfidenceTriggers, hierarchical perturbations are produced each generation at the
sentence-level through synonym replacement based on scores from a momentum word score dictio-
nary, and at the paragraph-level using GPT4 [49] to rephrase pairs of parent prompts for Cross-Over
and Mutation. Full details and the algorithm are provided in Appendix D.

3.4 Design of Confidence Elicitation

Table 1: Description of CEMs.
CEMs Description Example Answer

Base Produce letter answer and con-
fidence

A, 80%

CoT Think step by step, produce
letter answer and confidence
at the end

Since . . . therefore the answer
is B, 80%

MS Break answers into multiple
steps, produce confidence for
each, produce answer and
overall confidence

Step 1: . . . 90%, Step 2, . . .
70%, . . . Final Answer: C,
85%

SC Think step by step, produce
letter answer and confidence
at the end. Sample and aver-
age multiple answers.

(1) . . . therefore the answer is
B, 80% (2) I believe . . . so the
answer is B, 90% (3) ..., the
answer must be B, 95%. Final
Answer B, 88.33%

Our confidence elicitation methods are based on
the framework proposed in [70], where CEMs
primarily consist of a prompting strategy (i.e.,
task instruction) for generating verbalized nu-
meric confidence scores. CEMs can also in-
clude sampling strategies for generating mul-
tiple LLM responses, which are then aggre-
gated to ideally produce a more representative
confidence. We use the self-random sampling
strategy, which samples K different output se-
quences {Y1,Y2, . . . ,YK} using a specific
temperature parameter, from which confidence
estimates {C1, . . . , CK} are derived. To aggre-
gate these disparate estimates, we take the aver-
age of the confidence estimates over the K estimates as the final confidence estimate CAVG, and
choose the most common predicted label as the answer AFINAL = Mode(A1, . . . ,AK).
As described in Table 1, we propose to incorporate four main CEMs: Base, Chain-of-Thought (CoT),
Multi-Step (MS), and Self Consistency Prompting (SC) [68]. The first three methods are based on
deterministic sampling. SC allows us to assess attack effectiveness under more random variation by
averaging confidence across multiple sampled responses. Note that we utilize an additional form of
SC called SC-CA (Self Consistency - Complete Average) in certain experiments, most notably for
developing ConfidenceTriggers, since utilizing absolute model confidence is beneficial for optimizing
the algorithm. While SC averages the confidence scores of only the majority voted answer out of K
predicted samples, SC-CA is concerned with absolute confidence and hence averages the confidence
scores of all K predicted samples irrespective of the majority voted class. This is useful in cases
where priority is on confidence irrespective of label (please refer to Appendix B for the formulation
of SC-CA). We also note that MS produces far less confident responses allowing us to ascertain
attack performance in lower confidence scenarios. We focus on these CEMs since they are the most
straightforward to attain and directly capture the model’s perception of confidence with minimal
processing. Examples of prompts can be found in Appendix W.

4 Experiment Setup

Data. We use popular Question Answering (QA) benchmark datasets that cover the generic, medical,
and legal domains: (1) MedMCQA (MQA) [51] (2) TruthfulQA (TQA) [39] (3) StrategyQA (SQA)
[18] We also use the AdvGLUE [65] adversarial benchmark for confidence attack agnostic results,
specifically the SST-2 [61] set. Details can be found in Appendix C.

5



Models. We focus on two LLMs of smaller and larger scale parameter sizes: Llama-3-8B [1] and
GPT-3.5-turbo [49]. We also validate the results on GPT-4o [49] and Llama-3-70B [1]. Refer to
Appendix C for details.
Evaluation Metrics. The primary metrics are the average level of predicted confidence on the
original (Cf.) versus adversarial examples (Adv. Cf.). We track what percentage of examples had
attacks that successfully reduced the confidence (%Aff.), the average number of attack iterations
for successful attacks (#Iters) to compare the attack efficiency, and the average level of confidence
reduction on successfully attacked examples (∆ Aff. Cf.) i.e., ones that experience a confidence drop.
We show which percentage of adversarial examples led to answer changes, both among originally
correctly classified examples (%Flp(OC)) and incorrectly classified examples (%Flp(OW)).

Table 2: Effectiveness of different attack methods when targeting questions in QA prompts against
a range of CEMs. Second column of Avg. shows the average distance between Cf. and Adv.
Cf. Underlined are the most effective CEM results for each respective model/dataset/VCA method
combination. In general, we can observe significant differences inΔ Aff. Cf. post attack (up to 70%)
and high percentages of affected samples (up to 85%) from VCAs.

VCA-TF SubSwapRemove
Cf. Adv. Cf. %Aff. #Iters Δ Aff. Cf. %Flp(OC) %Flp(OW) Cf. Adv. Cf. %Aff. #Iters Δ Aff. Cf. %Flp(OC) %Flp(OW)

L
la

m
a-

3-
8B

TQA Base 87.1 85.7 7.0 1.4 19.3 15.9 18.9 87.1 83.1 19.0 6.7 21.1 57.1 68.9
CoT 86.7 86.2 3.0 33.3 17.5 14.3 11.9 86.7 82.6 22.0 7.2 18.8 85.7 87.0
MS 61.0 51.8 43.0 11.8 21.4 33.0 30.3 61.0 49.8 52.0 7.5 21.6 42.9 53.2
SC 88.3 84.8 38.5 9.5 9.0 21.9 25.0 85.4 81.5 34.0 6.9 11.4 28.9 53.4
SC-CA 86.9 82.2 23.0 6.2 20.2 68.8 29.8 87.8 77.0 67.0 7.1 16.1 100.0 90.1

MQA Base 87.7 86.1 5.5 9.5 28.2 10.2 7.1 87.7 83.2 44.3 48.2 19.0 7.8 23.6
CoT 89.1 85.8 9.5 5.6 34.3 17.6 22.1 89.1 81.4 29.0 9.8 26.6 86.3 89.3
MS 58.1 44.8 53.0 16.4 25.2 50.5 52.7 58.1 44.3 55.5 9.8 24.9 46.8 67.0
SC 90.7 87.9 27.5 10.0 10.5 22.9 24.4 89.4 85.1 23.5 7.3 15.2 30.8 71.4
SC-CA 87.7 81.5 32.0 9.9 19.4 57.6 32.1 87.9 76.5 67.0 9.4 17.0 83.0 74.1

SQA Base 43.2 26.6 25.0 8.2 66.5 29.5 37.5 43.2 23.2 33.0 6.4 60.8 67.0 64.8
CoT 92.4 86.4 28.5 5.4 20.8 22.2 43.0 92.4 86.1 34.5 4.1 18.1 34.7 68.8
MS 83.6 66.2 65.0 11.4 26.7 33.1 35.9 83.6 67.4 68.0 6.2 23.8 50.0 42.2
SC 88.9 81.5 26.5 9.2 24.6 25.8 40.0 88.9 84.7 9.0 24.6 21.7 48.5 69.7
SC-CA 89.9 74.3 74.0 11.1 21.0 46.2 96.8 89.1 76.7 66.0 5.4 18.9 39.5 100.0

G
PT

-3
.5

TQA Base 94.7 94.4 3.5 8.3 7.9 5.6 8.0 94.1 93.4 9.0 8.1 7.5 21.6 50.7
CoT 90.7 90.1 6.5 9.2 8.5 4.9 10.4 92.2 90.1 21.5 9.1 9.9 19.0 60.8
MS 69.5 62.4 44.5 12.9 15.9 17.4 30.6 68.8 58.7 58.5 7.2 17.2 28.1 72.3
SC 93.0 91.0 40.5 9.5 5.0 21.1 11.9 92.5 88.6 58.0 6.9 6.6 32.3 61.6
SC-CA 91.9 89.5 41.5 12.8 5.8 19.4 23.7 93.2 89.7 54.0 7.3 6.5 22.0 55.8

MQA Base 94.0 93.7 3.5 9.9 10.7 4.9 6.5 93.7 92.3 14.5 9.4 9.8 31.7 66.2
CoT 96.4 95.7 13.5 10.0 5.6 12.1 20.6 96.6 94.8 32.0 8.6 5.6 24.0 71.8
MS 62.5 53.3 51.0 15.2 18.1 23.1 50.0 63.6 52.9 60.0 8.7 17.8 43.2 77.0
SC 97.2 96.2 33.0 10.0 3.0 20.6 26.6 97.1 95.2 51.5 7.3 3.6 43.0 73.8
SC-CA 96.6 95.2 32.0 15.0 4.4 20.3 25.8 97.0 94.9 47.0 9.2 4.4 34.1 69.4

SQA Base 96.3 95.6 14.0 10.1 5.0 5.4 8.6 96.1 95.1 19.0 6.7 5.4 30.3 38.2
CoT 94.7 93.7 13.5 9.6 7.6 14.5 27.3 95.1 91.6 24.5 6.5 14.1 38.5 61.5
MS 85.2 71.1 59.0 11.8 24.0 25.2 45.6 85.5 66.9 70.5 5.9 26.4 49.7 60.8
SC 96.1 93.5 43.0 9.2 6.0 23.8 30.6 95.8 91.5 53.5 6.0 8.1 40.4 46.9
SC-CA 95.2 90.4 52.5 9.3 9.1 18.7 58.0 95.5 90.1 53.0 6.3 10.3 27.6 84.1
Avg. - 5.3 30.4 10.7 16.7 23.5 29.7 6.9 41.7 9.3 16.3 43.1 65.8

VCA-TB Typos
Cf. Adv. Cf. %Aff. #Iters Δ Aff. Cf. %Flp(OC) %Flp(OW) Cf. Adv. Cf. %Aff. #Iters Δ Aff. Cf. %Flp(OC) %Flp(OW)

L
la

m
a-

3-
8B

TQA Base 87.1 84.2 10.5 5.1 27.1 15.9 18.9 87.1 80.8 25.5 22.8 24.7 73.0 89.2
CoT 86.7 86.0 4.0 5.8 16.9 28.6 10.4 86.7 78.9 27.0 26.5 29.1 100.0 97.9
MS 61.0 50.1 49.0 18.7 22.3 30.8 37.6 61.0 56.3 30.0 24.8 15.6 8.8 14.7
SC 87.9 82.6 39.5 14.2 13.2 35.4 25.7 85.5 83.7 12.0 25.0 15.2 11.9 24.2
SC-CA 88.2 81.5 36.0 10.3 18.5 60.7 44.2 87.9 81.6 54.0 25.0 11.6 96.2 74.7

MQA Base 87.7 85.6 7.0 17.4 28.9 13.6 6.3 87.7 83.2 22.5 25.0 19.7 75.0 80.4
CoT 89.1 84.8 12.0 8.9 36.1 19.6 25.5 89.1 84.3 23.0 25.0 20.9 98.0 96.0
MS 58.1 43.8 56.0 28.4 25.7 53.2 56.0 58.1 54.0 21.5 25.0 19.0 17.4 28.6
SC 90.6 85.5 30.5 14.9 16.5 32.5 34.9 90.0 89.0 6.0 25.0 17.9 15.7 22.4
SC-CA 86.3 79.4 42.5 17.4 16.1 68.9 46.8 86.8 79.5 62.0 24.8 11.8 60.0 56.6

SQA Base 43.2 24.1 27.5 15.0 69.5 42.0 50.0 43.2 20.3 37.0 24.7 62.0 75.9 71.6
CoT 92.4 84.2 31.5 8.9 26.0 34.7 49.2 92.4 85.1 38.0 24.0 19.0 59.7 78.1
MS 83.6 61.4 64.5 20.4 34.3 43.4 53.1 83.6 77.2 35.5 25.0 17.8 24.3 15.6
SC 91.1 77.2 71.5 12.8 19.6 29.3 30.2 91.7 88.8 27.0 24.6 10.8 15.1 11.1
SC-CA 88.0 69.1 78.5 19.2 24.2 61.3 100.0 87.4 74.3 75.0 24.5 17.5 20.7 100.0

G
PT

-3
.5

TQA Base 94.6 94.4 3.5 13.7 6.4 5.5 8.3 94.4 93.4 13.0 25.0 7.5 33.3 59.5
CoT 91.5 90.7 9.5 17.2 8.4 4.3 20.2 90.3 87.2 30.5 24.2 10.2 34.5 71.6
MS 68.2 57.9 50.5 24.5 20.5 22.1 40.6 69.1 55.9 72.5 22.8 18.2 33.3 83.1
SC 93.3 90.9 46.0 14.2 5.3 31.5 30.1 93.6 92.5 26.0 25.0 4.2 8.3 19.1
SC-CA 92.9 89.5 46.5 19.4 7.4 23.8 32.1 93.5 90.0 71.5 24.7 4.8 22.7 42.6

MQA Base 93.9 93.4 5.0 8.4 10.0 4.9 6.5 93.9 92.1 18.5 24.5 9.7 62.2 77.8
CoT 97.2 96.2 18.0 15.8 5.6 10.2 20.6 96.5 94.7 33.0 25.0 5.6 42.4 80.9
MS 62.6 52.1 54.0 28.4 19.6 38.3 53.7 62.9 50.0 69.0 21.6 18.8 58.1 80.3
SC 96.6 95.3 33.5 14.9 4.0 26.8 22.6 96.8 95.2 47.0 25.0 3.5 57.0 83.1
SC-CA 96.8 94.9 37.5 23.3 5.0 28.4 25.8 97.3 95.1 50.5 24.8 4.4 40.4 65.6

SQA Base 96.1 95.3 15.5 17.2 5.0 6.8 16.4 96.2 95.1 23.5 25.0 5.0 31.8 27.9
CoT 94.9 93.6 16.5 13.1 8.2 15.1 29.6 95.0 90.4 32.0 24.8 14.3 51.0 63.3
MS 85.2 65.3 68.0 21.3 29.3 37.4 50.9 85.6 55.4 84.5 20.6 35.8 60.3 64.8
SC 95.9 92.2 51.5 12.8 7.2 25.8 42.9 96.3 89.1 69.5 24.6 10.3 47.0 46.9
SC-CA 95.6 89.3 57.0 19.6 11.1 19.0 66.0 95.8 87.2 79.0 24.9 10.9 17.5 71.7
Avg. - 6.9 35.8 16.0 18.3 29.0 35.2 6.5 40.5 24.4 15.9 45.1 60.0

5 Experiment Results
5.1 Confidence Agnostic Attack

We first determine whether CEMs are robust against generic confidence-agnostic adversarial attacks by
comparing the confidences generated for the original instances in SST-2 [61] and their AdvGLUE [65]
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versions. The results are in Table 8 in Appendix E, where the difference in confidences are minor, with
at most a 5% drop. CEMs are shown to be generally robust against confidence-agnostic perturbations,
even though they are effective in reducing accuracy.
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Figure 2: Averaged system prompt (Sys.) and
demonstration attack (Demo.) performance across
all models and the Base and CoT CEMs combined.
Blue area over bars shows relative gains over equiv-
alent query attacks while red show losses. We
observe a high level of affected samples and signif-
icant average differences in confidence.

5.2 Perturbation-based Attack

To assess our proposed attack framework, we
examine the four main VCAs against all of the
CEMs across the three main datasets. For each
dataset we randomly select 200 examples and
test attacks against both correctly and incor-
rectly answered ones with the average perfor-
mance across the examples. The results with
user queries as the target are outlined in Table 2.
We can see that the attacks are effective at reduc-
ing confidence on adversarial examples, yield-
ing greater decreases in confidence scores com-
pared to confidence-agnostic attacks. Neverthe-
less, the CEMs are largely resistant to drops in
confidence of more than 50%, and the range of
examples that experience a drop ranges from
less than 5% up to 85%. When the attacks are
effective, they lead to average confidence drops
of 20%, which can have a great effect on human
perception of veracity (consider a confidence of
90% versus 70%). The MS CEM, with far lower
average confidence levels, is significantly more
susceptible to the attacks in terms of confidence

reduction, and in general the scenarios with lower average confidence are more susceptible, revealing
that the greatest risk is for less confident approaches. A high percentage of the attack methods lead to
answer changes, often flipping 50% up to 100% of answers, showing our framework leads to success
in terms of the traditional adversarial objective.
In Figure 2 we present the averaged results across all datasets and models when using system prompts
and demonstrations as attack vectors, focusing on the most robust CEMs in the Base and CoT methods
(for full results, refer to Table 9 in Appendix F). System prompts and demonstrations are often more
vulnerable to VCAs compared to queries, with the former being more effective at reducing confidence
of the two, while demonstration-based attacks lead to higher rates of answer changes.

Table 3: Sub-sample of attacks using Llama-3-
70B and GPT-4o (averaged across all datasets
and CEMs). Best performance is underlined.

SubSwapRemove
Δ Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW)

Llama-3-70B Avg. 4.3 32.4 12.4 29.5 56.3
GPT-4o Avg. 5.7 48.0 11.4 27.4 53.6

VCA-TB
Llama-3-70B Avg. 3.8 26.6 12.8 14.9 28.4
GPT-4o Avg. 4.8 39.4 10.9 16.3 31.2

Results on GPT-4o and Llama-3-70B. Due to
the high cost of adversarial attacks, we design an
experiment using the SOTA models, GPT-4o and
Llama-3-70B, and run them over SSR and TB,
covering the most effective of the different attack
classes. The results (targeting user queries) are in
Table 3 (full results in Table 10), confirming the
findings in Table 2. In Table 11 we further test an

additional three recently released models in Llama-3.1-8B [1], Llama-3.3-70B [1], and o3-mini [49]
to show consistent VCA performance across recent architectures.

5.3 Jailbreak-based Attacks

The performance of the optimized triggers (on examples not used to optimize triggers) in both the
original and AutoDAN variation are shown in Table 4. Additionally, a random tokens baseline is
included as a control. For this, we generate a prompt consisting of M = 20 randomly selected
confidence related words that are appended to the system prompt. Very high confidence drops (up to
29.5%) can be achieved with ConfidenceTriggers, although with inconsistency. ConfidenceTriggers-
AutoDAN is less effective but can still lead to large ∆ confidence (up to 16.7%). Both approaches
outperform the random tokens baseline. ConfidenceTriggers also leads to a high percentage of answer
changes, although the AutoDAN variant is less effective. Nevertheless, we show that triggers from
the AutoDAN variant transfer across datasets in Appendix U.
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Table 4: The effectiveness of ConfidenceTriggers, ConfidenceTriggers-AutoDAN, and a random
tokens baseline are in reducing downstream confidence scores. The highest averaged drops Confi-
denceTriggers across all methods of confidence for a given model are in bold. The highest perfor-
mances for each metric are underlined. NegativeΔ’s show that average confidence increased post
attack. We observe largeΔ Cf. induced by optimizing a single set of tokens.

Random Tokens ConfidenceTriggers ConfidenceTriggers-AutoDAN
Δ Cf. % Aff. ΔAff. Cf. %Flp(OC) %Flp(OW) Δ Cf. % Aff. ΔAff. Cf. %Flp(OC) %Flp(OW) Δ Cf. % Aff. ΔAff. Cf. %Flp(OC) %Flp(OW)

L
la

m
a-

3-
8B

T
Q

A

Base 0.9 17.0 5.0 13.8 40.7 3.6 18.8 19.1 16.7 33.6 0.4 16.5 1.4 0.6 15.6
CoT 1.3 33.0 4.0 81.8 71.4 29.5 66.0 44.7 100.0 67.7 1.9 15.0 6.7 1.3 30.6
MS 2.1 97.0 2.2 85.0 43.9 24.9 97.5 25.6 100.0 46.1 7.9 41.0 10.1 4.6 6.4
SC-CA 1.1 88.5 1.2 81.1 79.8 4.5 92.0 4.9 97.5 70.6 2.6 42.5 3.2 3.9 28.3

M
Q

A

Base 0.6 17.5 3.7 18.2 46.5 8.7 33.5 26.0 28.4 38.8 0.9 36.5 2.4 4.7 14.9
CoT -1.4 28.5 -4.8 56.3 52.0 9.9 39.0 25.3 67.4 72.0 0.4 25.5 1.7 16.2 26.5
MS 3.0 90.5 3.4 51.0 40.3 4.5 90.0 4.9 63.4 50.3 5.3 79.5 6.6 13.0 31.8
SC-CA -1.4 73.0 -1.9 62.2 76.1 3.6 84.5 4.3 82.5 70.0 1.5 64.5 2.3 18.3 44.0

SQ
A

Base -6.3 27.0 -23.5 33.3 33.7 3.1 30.5 10.1 27.7 41.5 13.6 42.0 32.5 4.3 3.6
CoT 3.1 37.5 8.3 18.2 37.5 24.7 72.5 34.0 22.7 48.5 1.3 28.0 4.7 5.7 7.7
MS 1.9 91.5 2.1 24.7 25.2 6.2 81.0 7.6 23.4 34.8 3.0 61.5 4.9 5.6 9.2
SC-CA -0.9 91.0 -1.0 52.6 54.8 0.2 89.0 0.3 65.7 56.9 1.6 67.0 2.3 14.6 14.3
Avg. 0.3 57.7 -0.1 48.2 50.2 10.3 66.2 17.2 58.0 52.6 3.4 43.3 6.6 7.8 19.4

G
PT

-3
.5

T
Q

A

Base -0.2 11.5 -1.7 4.7 8.3 0.2 15.5 1.5 6.3 23.6 9.0 68.5 13.2 1.6 33.3
CoT 0.7 25.5 2.7 7.9 20.5 0.2 15.5 1.5 5.0 27.8 4.4 67.0 6.6 6.5 32.5
MS 1.1 70.5 1.6 6.7 24.2 5.6 79.0 7.1 10.8 37.7 12.5 80.0 15.6 4.5 31.8
SC-CA 1.7 61.5 2.7 7.9 25.7 1.5 76.5 2.0 4.2 34.6 6.8 90.0 7.6 10.1 28.2

M
Q

A

Base 0.3 12.5 2.2 4.5 18.0 0.2 18.5 1.2 17.9 19.3 8.6 84.5 10.1 10.2 17.4
CoT 0.0 27.5 0.1 7.8 18.6 0.8 25.0 3.0 8.2 15.4 2.4 45.5 5.2 6.6 20.3
MS 2.6 65.0 4.0 10.8 31.4 3.4 63.0 5.4 8.0 13.8 7.8 75.0 10.4 3.8 19.1
SC-CA 0.9 53.0 1.7 4.4 29.2 1.0 46.5 2.1 6.1 20.9 2.2 67.0 3.3 11.3 22.4

SQ
A

Base 0.7 15.5 4.4 3.9 6.8 1.3 23.5 5.5 9.9 7.6 6.1 70.0 8.8 8.2 14.1
CoT 0.4 20.0 1.8 9.0 18.2 0.1 21.5 0.5 11.3 8.5 2.1 34.0 6.1 10.3 14.1
MS 1.6 58.5 2.8 4.8 9.1 4.4 70.5 6.2 8.8 18.8 16.7 88.5 18.8 7.9 16.4
SC-CA 0.3 48.0 0.7 5.4 17.3 0.4 48.0 0.7 9.3 15.0 2.2 58.0 3.9 7.4 16.9
Avg. 0.8 39.1 1.9 6.5 19.0 1.6 41.9 3.1 8.8 20.2 6.7 69.0 9.1 7.4 22.2

5.4 Stability of Confidence

To understand the stability of verbal confidence, we track confidence and answers as words are
removed in succession based on their importance score from user queries. This allows us to understand
how confidence and answers change as the most critical words are removed, and when the input
is completely stripped of its original contents. Figure 3 shows that the average confidence scores
fluctuate inconsistently as tokens are removed. Even with most of the sequence missing, the difference
largely remains below 15% compared to the original. This also demonstrates that reducing verbal
confidence effectively requires specific optimization rather than degrading the input as much as
possible. In contrast, answer changes follow a consistent pattern as they occur more often when the
sequence is corrupted more. As a result, answer generation is more responsive to relevant factors in a
sequence of text than confidence.
In Appendix G, we continue to study input corruptions by masking or randomizing confidence scores
for each sub-step when using the MS method and observing how the LLM shifts its final predicted
confidence when generating based on the corrupted input. The effects are found to be minor, with
even the most extreme cases only leading to a drop of 30-40%. Consequently, we determine that
generated confidence scores are stable with regards to serious text corruptions.

Figure 3: Average changes in confidence and answers as words are removed from queries according
to their importance score, as a function of the percentage of word sequence is removed (Percent
into Sequence) for Llama-3-8B and GPT-3.5. Positive ∆ is for decreases in confidence compared to
baseline and negative represents increases.
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5.5 Confidence Behaviour

To understand the invariance of the tested LLMs, we provide the distribution of generated confidence
scores in Appendix M, showing that LLMs rarely predict low confidences. We also determine that
the most significant confidence changes occur on examples where the predicted answer changes
(Appendix P), revealing how LLMs’ confidence is most vulnerable when they appear to be unsure
of an answer. Nonetheless, in Appendix Q we test attack variants prioritized on only manipulating
confidence and show that overall confidence vulnerability is not strongly tied to whether the model’s
answer is ultimately changed due to adversarial perturbations.
We further evaluate attacks effectiveness when: (1) using a lower threshold for semantic similarity
(Appendix K), and find that increases in attack effectiveness are minor, (2) LLMs are prompted to
provide phrasal confidence from a Likert Scale (Appendix I) noting that attacks affect these disparate
manners of confidence elicitation similarly, (3) using the Self-Probing CEM (Appendix J) we find
that generating answers and confidence score in separate steps brings few benefits. Moreover, in
Appendix H, when different phrases that ask LLMs to change their behaviour in terms of confidence
are added to prompts, there are very large shifts in confidence. On the whole, these results reveal that
LLMs’ maintain a high level of certainty irrespective of input, and behaviour primarily changes when
explicitly instructed, though not often in ways that are expected.
Finally, we study alignment between numeric confidence scores and token log probability confidence
in Appendix L, where we conclude that attacks create heightened misalignment in adversarial
examples. This hurts model honesty by demonstrating that consistency between internal states and
verbal outputs is degraded through minor perturbations. Amid the growing importance of calibration
analysis, we observe how a notable degree of underconfidence is induced after attacks which aligns
with our expectations (Appendix N). Despite generally high confidence levels, we highlight that LLM
calibration does not entail honesty or lack thereof, since a model can become calibrated solely though
imitation of a calibrated individual [77], hence we stress the importance of examining robustness and
honesty regardless of inherent model calibration patterns. Nonetheless, in Appendix O we validate
the calibration of our CEMs by presenting Brier scores [5] across our results. The scores produced are
reasonable (below those seen in works such as [15]), and in most cases increase post attack showing
that miscalibration is generally induced through VCAs. Lastly, we also compare AUROC scores prior
to and after VCAs in Appendix V, where we find that AUROC decreases after attacks, confirming
that VCAs are effective at degrading both confidence and predictive performance.

5.6 Defences Against Jailbreak-based VCAs

Table 5: ConfidenceTriggers-AutoDAN Paraphrase and SmoothLLM defense results against
ConfidenceTriggers-AutoDAN on Llama-3-8B. NegativeΔ’s show that average confidence increased
post permutation.

SQA TQA MQA
Paraphrase

Δ Cf. O. Δ Cf. A. %Aff. %Adv. Aff. Δ Adv. Δ Cf. O. Δ Cf. A. %Aff. %Adv. Aff. Δ Adv. Δ Cf. O. Δ Cf. A. %Aff. %Adv. Aff. Δ Adv.
Base -24.8 -15.3 52.5 24.2 28.7 -1.6 7.2 34.0 42.4 23.2 0.5 34.5 44.0 84.8 44.0
CoT 1.4 1.7 44.0 8.9 27.5 5.2 24.0 43.5 47.8 53.2 7.9 11.0 39.0 36.9 30.7
MS -1.8 0.7 78.0 50.0 10.9 5.4 5.4 91.5 52.9 12.1 6.5 8.1 92.0 68.8 6.4

SmoothLLM
Base -14.4 -7.1 79.0 38.5 15.8 -1.6 0.1 72.5 37.0 5.8 5.2 5.3 71.5 54.5 3.6
CoT 5.8 8.9 93.5 87.0 6.0 3.8 4.7 95.0 67.5 6.2 11.4 10.2 94.5 86.0 15.4
MS -1.4 0.7 98.0 56.0 11.9 -1.7 -0.7 100.0 46.5 3.6 1.2 3.7 99.5 55.5 0.0

Jailbreak-based VCAs present a threat as although many detection systems for detecting and filtering
general unsafe behaviour exist, none exist for detecting whether jailbreaking prompts are designed
to influence confidence. To highlight the limitations in existing methods, we examine three typical
categories of defences [72]: two input permutation defences (Paraphrase defence [29] and Smooth-
LLM [59]) and one self-processing perplexity filter defence [29]. Refer to Appendix S for details. We
experiment with jailbreak-based VCAs due to their more generalizable nature and many recent works
are devoted to mitigation strategies against jailbreaks. We center our analysis on ConfidenceTriggers-
AutoDAN, since the more naturalistic triggers offers greater difficulty to filter-based techniques
compared to the main variant. Llama-3-8B serves as the target model. We use the same setup as for
Table 4. Results on GPT-3.5 are in Appendix R.
Table 5 presents the results for the two input permutation defences. We show the difference in average
confidence provided by the LLM between the original set of data and those with the permuted prompts
without any trigger phrase (Δ Cf. O.) and with it (Δ Cf. A.). Additionally, we note what percentage
of permuted examples with originally benign (% Aff.) and trigger-included prompts (% Adv. Aff.)
had an altered generated confidence level compared to the original un-permuted version. Finally, we
record the average decrease in confidence after input permutation on the trigger-included prompts (Δ
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Adv.). Our findings are that these defences lead to significant changes in confidence with both the
inclusion and exclusion of a trigger phrase (differences up to 43%). With the majority of examples
having their confidence unnecessarily altered from these defences, along with minimal decreases in
attack effectiveness after adversarial prompt permutation, we deduce these defences are ineffective.
Table 23 in Appendix R presents the results of the perplexity filter and LLM-Guard [22], focusing
on the percentage of user queries that experienced a confidence drop post VCA that get filtered, and
which percentage of prompts with no trigger that would get filtered. In most cases for both methods
the majority of these examples do not get filtered.

5.7 Perturbation-based VCA Defence Challenges

We detail how utilizing common defences against perturbation-based VCAs presents a major chal-
lenge. To illustrate the difficulty in applying a perplexity filter defence, in Table 6 we compare
the average and standard deviation of the perplexity across normal, adversarial (generated using
VCA-TF and VCA-TB), and a typical set of human generated text (500 samples from Twitter Sen-
timent140 [19]) using Llama-3-8B on TQA. Through this, we show that despite the perplexity of
perturbed inputs being higher than the base tested dataset, it still has a notably lower perplexity
compared to real-world text obtained from social media which represents a typical range of informal
and unrefined language that models can expect as input in many domains. This illustrates the diffi-
culty of setting an effective perplexity filter without making strict assumptions about the input data
distribution, as perplexity is not elevated beyond an unreasonable level.
Table 6: Using Llama-3-8B on TQA data, the
average and standard deviation of the perplexity
(Perp.) across original (O.), adversarial (Adv.),
and data from Sentiment140 is presented.

O. Adv. Sentiment140
Avg. Std. Avg. Std. Avg. Std.

Perp. 70.3 84.1 350.1 640.2 456.7 1043.4

Given the lack of explicit mentions of confidence in
perturbed adversarial examples, we demonstrate in
Table 27 that by using a simple filter from prompt-
ing GPT-4.1 (detailed in Appendix T) to flag any
inputs trying to manipulate confidence scores, it is
possible to detect all direct confidence statements
but none without them. This shows that while di-

rectly asking an LLM for a desired confidence level is an effective attack, it is very easily detectable
compared to targeting confidence using indirect means like minor word or character level modifica-
tions, hence why they are the focus of our study.

6 Conclusion and Limitations
We have established the threat to LLMs from VCAs through a comprehensive study across different
datasets, CEMs, and threat vectors. By formulating four perturbation-based and two jailbreak-based
methods, we reveal serious vulnerabilities that can cause frequent and high levels of changes in
verbal confidence and predicted answers. Through extensive analysis on the behaviour and properties
of CEMs under a variety of scenarios and mitigation strategies, we demonstrate inadequacies with
existing defences at fully mitigating the effects of attacks. Ultimately, as black-box LLMs become
more widely adopted among both general users and in safety critical tasks where getting uncertainty
estimates is key, we believe a higher focus needs to be ascribed not only to creating new and better
calibrated black-box probability measures utilizing verbal confidence, but ensuring that such measures
are also robust. This can be done by developing strategies for mitigating the ease with which they can
be utilized for adversarial attacks and how simply they can be manipulated through trivial changes
in input. In this sense, future methods need to be robust against VCAs but not so robust that they
prevent LLMs in responding adequately to situations where the confidence should change.
The nature of running adversarial attacks requires many costly LLM queries, so we are unable
to run more extensive experiments on larger language models. Nevertheless, we highlight two
powerful LLMs at different scales, and corroborate our results using recent SOTA models. In addition,
we primarily focus on character and word-level VCAs and have demonstrated their effectiveness.
Sentence-level attacks can be constructed using a similar framework which we leave for future work.
Our main VCA objective is also confidence reduction to mirror conventional adversarial attacks.
VCAs aimed at increasing confidence are possible, but leave less room to study attack effectiveness
due to the high confidence of victim LLMs. Lastly, we note that the datasets we test possess low
ecological validity [10]. Nevertheless, we have focused on well-studied datasets which are widely
used in previous works. This is important, as due to the inherent variability of real-world data it
is important to explore the idea of VCAs with well-tested datasets in tasks that previous work has
covered for ease of interpretability. We strongly encourage future work to explore how the unique
properties of different domains and tasks affect VCAs.
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A repository of conversational datasets. In Yun-Nung Chen, Tania Bedrax-Weiss, Dilek Hakkani-
Tur, Anuj Kumar, Mike Lewis, Thang-Minh Luong, Pei-Hao Su, and Tsung-Hsien Wen, editors,
Proceedings of the First Workshop on NLP for Conversational AI, pages 1–10, Florence, Italy,
August 2019. Association for Computational Linguistics. doi: 10.18653/v1/W19-4101. URL
https://aclanthology.org/W19-4101.

[26] John H. Holland. Adaptation in Natural and Artificial Systems: An Introductory Analysis
with Applications to Biology, Control, and Artificial Intelligence. The MIT Press, 04 1992.
ISBN 9780262275552. doi: 10.7551/mitpress/1090.001.0001. URL https://doi.org/
10.7551/mitpress/1090.001.0001.

12

https://openreview.net/forum?id=sj5K9jtrdm
https://openreview.net/forum?id=sj5K9jtrdm
https://mitpress.mit.edu/9780262561167/
https://openreview.net/forum?id=jGqcfSqOUR0
https://api.semanticscholar.org/CorpusID:265157516
https://api.semanticscholar.org/CorpusID:265157516
https://doi.org/10.1145/3593042
https://arxiv.org/abs/2403.00826
https://aclanthology.org/2024.trustnlp-1.13
https://aclanthology.org/2024.trustnlp-1.13
https://aclanthology.org/W19-4101
https://doi.org/10.7551/mitpress/1090.001.0001
https://doi.org/10.7551/mitpress/1090.001.0001


[27] Yue Huang, Lichao Sun, Haoran Wang, Siyuan Wu, Qihui Zhang, Yuan Li, Chujie Gao, Yixin
Huang, Wenhan Lyu, Yixuan Zhang, Xiner Li, Zhengliang Liu, Yixin Liu, Yijue Wang, Zhikun
Zhang, Bertie Vidgen, Bhavya Kailkhura, Caiming Xiong, Chaowei Xiao, Chunyuan Li, Eric
Xing, Furong Huang, Hao Liu, Heng Ji, Hongyi Wang, Huan Zhang, Huaxiu Yao, Manolis
Kellis, Marinka Zitnik, Meng Jiang, Mohit Bansal, James Zou, Jian Pei, Jian Liu, Jianfeng
Gao, Jiawei Han, Jieyu Zhao, Jiliang Tang, Jindong Wang, Joaquin Vanschoren, John Mitchell,
Kai Shu, Kaidi Xu, Kai-Wei Chang, Lifang He, Lifu Huang, Michael Backes, Neil Zhenqiang
Gong, Philip S. Yu, Pin-Yu Chen, Quanquan Gu, Ran Xu, Rex Ying, Shuiwang Ji, Suman
Jana, Tianlong Chen, Tianming Liu, Tianyi Zhou, William Wang, Xiang Li, Xiangliang Zhang,
Xiao Wang, Xing Xie, Xun Chen, Xuyu Wang, Yan Liu, Yanfang Ye, Yinzhi Cao, Yong
Chen, and Yue Zhao. TrustLLM: Trustworthiness in Large Language Models, 2024. URL
https://arxiv.org/abs/2401.05561.

[28] Aminul Huq and Mst. Tasnim Pervin. Adversarial attacks and defense on texts: A survey, 2020.

[29] Neel Jain, Avi Schwarzschild, Yuxin Wen, Gowthami Somepalli, John Kirchenbauer, Ping
yeh Chiang, Micah Goldblum, Aniruddha Saha, Jonas Geiping, and Tom Goldstein. Baseline
Defenses for Adversarial Attacks Against Aligned Language Models, 2023. URL https:
//arxiv.org/abs/2309.00614.

[30] Xiaoqian Jiang, Melanie Osl, Jihoon Kim, and Lucila Ohno-Machado. Calibrating predictive
model estimates to support personalized medicine. Journal of the American Medical Informatics
Association, 19(2):263–274, 10 2011. ISSN 1067-5027. doi: 10.1136/amiajnl-2011-000291.
URL https://doi.org/10.1136/amiajnl-2011-000291.

[31] Di Jin, Zhijing Jin, Joey Tianyi Zhou, and Peter Szolovits. Is BERT really robust? A strong
baseline for natural language attack on text classification and entailment. In The Thirty-
Fourth AAAI Conference on Artificial Intelligence, AAAI 2020, The Thirty-Second Innovative
Applications of Artificial Intelligence Conference, IAAI 2020, The Tenth AAAI Symposium on
Educational Advances in Artificial Intelligence, EAAI 2020, New York, NY, USA, February
7-12, 2020, pages 8018–8025. AAAI Press, 2020. doi: 10.1609/AAAI.V34I05.6311. URL
https://doi.org/10.1609/aaai.v34i05.6311.

[32] John Kirchenbauer, Jonas Geiping, Yuxin Wen, Manli Shu, Khalid Saifullah, Kezhi Kong,
Kasun Fernando, Aniruddha Saha, Micah Goldblum, and Tom Goldstein. On the Reliability of
Watermarks for Large Language Models. In The Twelfth International Conference on Learning
Representations, 2024. URL https://openreview.net/forum?id=DEJIDCmWOz.

[33] Abhishek Kumar, Robert Morabito, Sanzhar Umbet, Jad Kabbara, and Ali Emami. Confidence
under the hood: An investigation into the confidence-probability alignment in large language
models. In Lun-Wei Ku, Andre Martins, and Vivek Srikumar, editors, Proceedings of the
62nd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long
Papers), pages 315–334, Bangkok, Thailand, August 2024. Association for Computational
Linguistics. doi: 10.18653/v1/2024.acl-long.20. URL https://aclanthology.org/
2024.acl-long.20.

[34] Guokun Lai, Qizhe Xie, Hanxiao Liu, Yiming Yang, and Eduard Hovy. RACE: Large-scale
ReAding comprehension dataset from examinations. In Proceedings of the 2017 Conference on
Empirical Methods in Natural Language Processing, pages 785–794, Copenhagen, Denmark,
September 2017. Association for Computational Linguistics. doi: 10.18653/v1/D17-1082. URL
https://aclanthology.org/D17-1082.

[35] Raz Lapid, Ron Langberg, and Moshe Sipper. Open Sesame! Universal Black Box Jailbreaking
of Large Language Models, 2023.

[36] Jinfeng Li, Shouling Ji, Tianyu Du, Bo Li, and Ting Wang. TextBugger: Generating Adversarial
Text Against Real-world Applications. In 26th Annual Network and Distributed System
Security Symposium, NDSS 2019, San Diego, California, USA, February 24-27, 2019. The
Internet Society, 2019. URL https://www.ndss-symposium.org/ndss-paper/
textbugger-generating-adversarial-text-against-real-world-applications/.

13

https://arxiv.org/abs/2401.05561
https://arxiv.org/abs/2309.00614
https://arxiv.org/abs/2309.00614
https://doi.org/10.1136/amiajnl-2011-000291
https://doi.org/10.1609/aaai.v34i05.6311
https://openreview.net/forum?id=DEJIDCmWOz
https://aclanthology.org/2024.acl-long.20
https://aclanthology.org/2024.acl-long.20
https://aclanthology.org/D17-1082
https://www.ndss-symposium.org/ndss-paper/textbugger-generating-adversarial-text-against-real-world-applications/
https://www.ndss-symposium.org/ndss-paper/textbugger-generating-adversarial-text-against-real-world-applications/


[37] Siheng Li, Cheng Yang, Taiqiang Wu, Chufan Shi, Yuji Zhang, Xinyu Zhu, Zesen Cheng, Deng
Cai, Mo Yu, Lemao Liu, Jie Zhou, Yujiu Yang, Ngai Wong, Xixin Wu, and Wai Lam. A Survey
on the Honesty of Large Language Models. arXiv preprint arXiv:2409.18786, 2024.

[38] Stephanie Lin, Jacob Hilton, and Owain Evans. Teaching Models to Express Their Uncertainty
in Words. Transactions on Machine Learning Research, 2022. ISSN 2835-8856. URL
https://openreview.net/forum?id=8s8K2UZGTZ.

[39] Stephanie Lin, Jacob Hilton, and Owain Evans. TruthfulQA: Measuring How Models Mimic
Human Falsehoods, 2022.

[40] Xiaogeng Liu, Nan Xu, Muhao Chen, and Chaowei Xiao. AutoDAN: Generating Stealthy
Jailbreak Prompts on Aligned Large Language Models. In The Twelfth International Con-
ference on Learning Representations, 2024. URL https://openreview.net/forum?
id=7Jwpw4qKkb.

[41] Edward Loper and Steven Bird. NLTK: The Natural Language Toolkit, 2002. URL https:
//arxiv.org/abs/cs/0205028.

[42] Lindsay MacDonald. Generative AI Use Case: Using LLMs To Score Cus-
tomer Conversations, 2024. URL https://www.montecarlodata.com/
blog-generative-ai-use-case-assurance/?utm_source=chatgpt.com.
Accessed: 2025-05-01.

[43] Stephen Merity, Caiming Xiong, James Bradbury, and Richard Socher. Pointer Sentinel Mixture
Models, 2016.

[44] Sabrina J. Mielke, Arthur Szlam, Emily Dinan, and Y-Lan Boureau. Reducing conversational
agents’ overconfidence through linguistic calibration. Transactions of the Association for
Computational Linguistics, 10:857–872, 2022. doi: 10.1162/tacl_a_00494. URL https:
//aclanthology.org/2022.tacl-1.50.

[45] Shervin Minaee, Tomas Mikolov, Narjes Nikzad, Meysam Chenaghlu, Richard Socher, Xavier
Amatriain, and Jianfeng Gao. Large Language Models: A Survey, 2024. URL https:
//arxiv.org/abs/2402.06196.

[46] Christopher Mohri and Tatsunori Hashimoto. Language Models with Conformal Factuality
Guarantees. In Ruslan Salakhutdinov, Zico Kolter, Katherine Heller, Adrian Weller, Nuria
Oliver, Jonathan Scarlett, and Felix Berkenkamp, editors, Proceedings of the 41st Interna-
tional Conference on Machine Learning, volume 235 of Proceedings of Machine Learning
Research, pages 36029–36047. PMLR, 21–27 Jul 2024. URL https://proceedings.
mlr.press/v235/mohri24a.html.

[47] Stephen Obadinma, Xiaodan Zhu, and Hongyu Guo. Calibration Attacks: A Comprehen-
sive Study of Adversarial Attacks on Model Confidence. Transactions on Machine Learn-
ing Research, 2024. ISSN 2835-8856. URL https://openreview.net/forum?id=
TXzz9xwdpv.

[48] Mahmud Omar, Benjamin S Glicksberg, Girish N Nadkarni, and Eyal Klang. Overconfident
AI? Benchmarking LLM Self-Assessment in Clinical Scenarios. medRxiv, 2024. doi: 10.1101/
2024.08.11.24311810. URL https://www.medrxiv.org/content/early/2024/
08/11/2024.08.11.24311810.

[49] OpenAI. ChatGPT: Optimizing Language Models for Dialogue. https://www.openai.
com/research/chatgpt, 2024. Based on the GPT-4 architecture.

[50] Mahdi Pakdaman Naeini, Gregory Cooper, and Milos Hauskrecht. Obtaining Well Calibrated
Probabilities Using Bayesian Binning. AAAI, 2015, 2015.

[51] Ankit Pal, Logesh Kumar Umapathi, and Malaikannan Sankarasubbu. MedMCQA: A Large-
scale Multi-Subject Multi-Choice Dataset for Medical domain Question Answering. In Ger-
ardo Flores, George H Chen, Tom Pollard, Joyce C Ho, and Tristan Naumann, editors,
Proceedings of the Conference on Health, Inference, and Learning, volume 174 of Pro-
ceedings of Machine Learning Research, pages 248–260. PMLR, 07–08 Apr 2022. URL
https://proceedings.mlr.press/v174/pal22a.html.

14

https://openreview.net/forum?id=8s8K2UZGTZ
https://openreview.net/forum?id=7Jwpw4qKkb
https://openreview.net/forum?id=7Jwpw4qKkb
https://arxiv.org/abs/cs/0205028
https://arxiv.org/abs/cs/0205028
https://www.montecarlodata.com/blog-generative-ai-use-case-assurance/?utm_source=chatgpt.com
https://www.montecarlodata.com/blog-generative-ai-use-case-assurance/?utm_source=chatgpt.com
https://aclanthology.org/2022.tacl-1.50
https://aclanthology.org/2022.tacl-1.50
https://arxiv.org/abs/2402.06196
https://arxiv.org/abs/2402.06196
https://proceedings.mlr.press/v235/mohri24a.html
https://proceedings.mlr.press/v235/mohri24a.html
https://openreview.net/forum?id=TXzz9xwdpv
https://openreview.net/forum?id=TXzz9xwdpv
https://www.medrxiv.org/content/early/2024/08/11/2024.08.11.24311810
https://www.medrxiv.org/content/early/2024/08/11/2024.08.11.24311810
https://www.openai.com/research/chatgpt
https://www.openai.com/research/chatgpt
https://proceedings.mlr.press/v174/pal22a.html


[52] Anselm Paulus, Arman Zharmagambetov, Chuan Guo, Brandon Amos, and Yuandong Tian.
AdvPrompter: Fast Adaptive Adversarial Prompting for LLMs, 2024. URL https://arxiv.
org/abs/2404.16873.

[53] Jeffrey Pennington, Richard Socher, and Christopher Manning. GloVe: Global vectors for word
representation. In Alessandro Moschitti, Bo Pang, and Walter Daelemans, editors, Proceedings
of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP),
pages 1532–1543, Doha, Qatar, October 2014. Association for Computational Linguistics. doi:
10.3115/v1/D14-1162. URL https://aclanthology.org/D14-1162.

[54] Coby Penso, Lior Frenkel, and Jacob Goldberger. Confidence Calibration of a Medical Imaging
Classification System That is Robust to Label Noise. IEEE Transactions on Medical Imaging,
43(6):2050–2060, 2024. doi: 10.1109/TMI.2024.3353762.

[55] Gwenyth Portillo Wightman, Alexandra DeLucia, and Mark Dredze. Strength in Numbers:
Estimating Confidence of Large Language Models by Prompt Agreement. In Proceedings of the
3rd Workshop on Trustworthy Natural Language Processing (TrustNLP 2023), pages 326–362,
2023.

[56] Shilin Qiu, Qihe Liu, Shijie Zhou, and Wen Huang. Adversarial attack and defense tech-
nologies in natural language processing: A survey. Neurocomputing, 492:278–307, 2022.
ISSN 0925-2312. doi: https://doi.org/10.1016/j.neucom.2022.04.020. URL https://www.
sciencedirect.com/science/article/pii/S0925231222003861.

[57] Amy Rechkemmer and Ming Yin. When Confidence Meets Accuracy: Exploring the Effects of
Multiple Performance Indicators on Trust in Machine Learning Models. In Proceedings of the
2022 CHI Conference on Human Factors in Computing Systems, CHI ’22, New York, NY, USA,
2022. Association for Computing Machinery. ISBN 9781450391573. doi: 10.1145/3491102.
3501967. URL https://doi.org/10.1145/3491102.3501967.

[58] Kui Ren, Tianhang Zheng, Zhan Qin, and Xue Liu. Adversarial Attacks and Defenses in Deep
Learning. Engineering, 6(3):346–360, 2020. ISSN 2095-8099. doi: https://doi.org/10.1016/j.
eng.2019.12.012.

[59] Alexander Robey, Eric Wong, Hamed Hassani, and George J Pappas. SmoothLLM: Defending
Large Language Models Against Jailbreaking Attacks. arXiv preprint arXiv:2310.03684, 2023.

[60] Taylor Shin, Yasaman Razeghi, Robert L. Logan IV, Eric Wallace, and Sameer Singh. Auto-
Prompt: Eliciting Knowledge from Language Models with Automatically Generated Prompts.
In Bonnie Webber, Trevor Cohn, Yulan He, and Yang Liu, editors, Proceedings of the 2020 Con-
ference on Empirical Methods in Natural Language Processing (EMNLP), pages 4222–4235,
Online, November 2020. Association for Computational Linguistics. doi: 10.18653/v1/2020.
emnlp-main.346. URL https://aclanthology.org/2020.emnlp-main.346/.

[61] Richard Socher, Alex Perelygin, Jean Wu, Jason Chuang, Christopher D. Manning, Andrew Ng,
and Christopher Potts. Recursive deep models for semantic compositionality over a sentiment
treebank. In Proceedings of the 2013 Conference on Empirical Methods in Natural Language
Processing, pages 1631–1642, Seattle, Washington, USA, October 2013. Association for Com-
putational Linguistics. URL https://www.aclweb.org/anthology/D13-1170.

[62] Yi-Jyun Sun, Suvodip Dey, Dilek Hakkani-Tur, and Gokhan Tur. Confidence Estimation
for LLM-Based Dialogue State Tracking, 2024. URL https://arxiv.org/abs/2409.
09629.

[63] Katherine Tian, Eric Mitchell, Allan Zhou, Archit Sharma, Rafael Rafailov, Huaxiu Yao,
Chelsea Finn, and Christopher D. Manning. Just Ask for Calibration: Strategies for Eliciting
Calibrated Confidence Scores from Language Models Fine-Tuned with Human Feedback. CoRR,
abs/2305.14975, 2023. doi: 10.48550/ARXIV.2305.14975. URL https://doi.org/10.
48550/arXiv.2305.14975.

[64] Eric Wallace, Shi Feng, Nikhil Kandpal, Matt Gardner, and Sameer Singh. Universal ad-
versarial triggers for attacking and analyzing NLP. In Kentaro Inui, Jing Jiang, Vincent

15

https://arxiv.org/abs/2404.16873
https://arxiv.org/abs/2404.16873
https://aclanthology.org/D14-1162
https://www.sciencedirect.com/science/article/pii/S0925231222003861
https://www.sciencedirect.com/science/article/pii/S0925231222003861
https://doi.org/10.1145/3491102.3501967
https://aclanthology.org/2020.emnlp-main.346/
https://www.aclweb.org/anthology/D13-1170
https://arxiv.org/abs/2409.09629
https://arxiv.org/abs/2409.09629
https://doi.org/10.48550/arXiv.2305.14975
https://doi.org/10.48550/arXiv.2305.14975


Ng, and Xiaojun Wan, editors, Proceedings of the 2019 Conference on Empirical Meth-
ods in Natural Language Processing and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages 2153–2162, Hong Kong, China, Novem-
ber 2019. Association for Computational Linguistics. doi: 10.18653/v1/D19-1221. URL
https://aclanthology.org/D19-1221.

[65] Boxin Wang, Chejian Xu, Shuohang Wang, Zhe Gan, Yu Cheng, Jianfeng Gao, Ahmed Hassan
Awadallah, and Bo Li. Adversarial GLUE: A Multi-Task Benchmark for Robustness Evaluation
of Language Models. In Advances in Neural Information Processing Systems, 2021.

[66] Jindong Wang, Xixu HU, Wenxin Hou, Hao Chen, Runkai Zheng, Yidong Wang, Linyi Yang,
Wei Ye, Haojun Huang, Xiubo Geng, Binxing Jiao, Yue Zhang, and Xing Xie. On the robustness
of chatGPT: An adversarial and out-of-distribution perspective. In ICLR 2023 Workshop
on Trustworthy and Reliable Large-Scale Machine Learning Models, 2023. URL https:
//openreview.net/forum?id=uw6HSkgoM29.

[67] Jiongxiao Wang, Zichen Liu, Keun Hee Park, Zhuojun Jiang, Zhaoheng Zheng, Zhuofeng Wu,
Muhao Chen, and Chaowei Xiao. Adversarial Demonstration Attacks on Large Language
Models, 2023.

[68] Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc V Le, Ed H. Chi, Sharan Narang, Aakanksha
Chowdhery, and Denny Zhou. Self-Consistency Improves Chain of Thought Reasoning in
Language Models. In The Eleventh International Conference on Learning Representations,
2023. URL https://openreview.net/forum?id=1PL1NIMMrw.

[69] Alexander Wei, Nika Haghtalab, and Jacob Steinhardt. Jailbroken: How does LLM safety
training fail? In Thirty-seventh Conference on Neural Information Processing Systems, 2023.
URL https://openreview.net/forum?id=jA235JGM09.

[70] Miao Xiong, Zhiyuan Hu, Xinyang Lu, YIFEI LI, Jie Fu, Junxian He, and Bryan Hooi. Can
LLMs express their uncertainty? an empirical evaluation of confidence elicitation in LLMs.
In The Twelfth International Conference on Learning Representations, 2024. URL https:
//openreview.net/forum?id=gjeQKFxFpZ.

[71] Zhengtao Xu, Tianqi Song, and Yi-Chieh Lee. Confronting verbalized uncertainty: Under-
standing how LLM’s verbalized uncertainty influences users in AI-assisted decision-making.
International Journal of Human-Computer Studies, 197:103455, 2025. ISSN 1071-5819. doi:
https://doi.org/10.1016/j.ijhcs.2025.103455. URL https://www.sciencedirect.com/
science/article/pii/S1071581925000126.

[72] Zihao Xu, Yi Liu, Gelei Deng, Yuekang Li, and Stjepan Picek. A comprehensive study of
jailbreak attack versus defense for large language models. In Lun-Wei Ku, Andre Martins,
and Vivek Srikumar, editors, Findings of the Association for Computational Linguistics: ACL
2024, pages 7432–7449, Bangkok, Thailand, August 2024. Association for Computational
Linguistics. doi: 10.18653/v1/2024.findings-acl.443. URL https://aclanthology.
org/2024.findings-acl.443/.

[73] Yuqing Yang, Ethan Chern, Xipeng Qiu, Graham Neubig, and Pengfei Liu. Alignment for
Honesty. ArXiv, abs/2312.07000, 2023. URL https://api.semanticscholar.org/
CorpusID:266174420.

[74] Qingcheng Zeng, Mingyu Jin, Qinkai Yu, Zhenting Wang, Wenyue Hua, Zihao Zhou, Guangyan
Sun, Yanda Meng, Shiqing Ma, Qifan Wang, Felix Juefei-Xu, Kaize Ding, Fan Yang, Ruixiang
Tang, and Yongfeng Zhang. Uncertainty is Fragile: Manipulating Uncertainty in Large Language
Models, 2024. URL https://arxiv.org/abs/2407.11282.

[75] Dylan Zhang, Xuchao Zhang, Chetan Bansal, Pedro Las-Casas, Rodrigo Fonseca, and Saravan
Rajmohan. PACE-LM: Prompting and Augmentation for Calibrated Confidence Estimation
with GPT-4 in Cloud Incident Root Cause Analysis, 2023. URL https://arxiv.org/
abs/2309.05833.

16

https://aclanthology.org/D19-1221
https://openreview.net/forum?id=uw6HSkgoM29
https://openreview.net/forum?id=uw6HSkgoM29
https://openreview.net/forum?id=1PL1NIMMrw
https://openreview.net/forum?id=jA235JGM09
https://openreview.net/forum?id=gjeQKFxFpZ
https://openreview.net/forum?id=gjeQKFxFpZ
https://www.sciencedirect.com/science/article/pii/S1071581925000126
https://www.sciencedirect.com/science/article/pii/S1071581925000126
https://aclanthology.org/2024.findings-acl.443/
https://aclanthology.org/2024.findings-acl.443/
https://api.semanticscholar.org/CorpusID:266174420
https://api.semanticscholar.org/CorpusID:266174420
https://arxiv.org/abs/2407.11282
https://arxiv.org/abs/2309.05833
https://arxiv.org/abs/2309.05833


[76] Yunfeng Zhang, Q. Vera Liao, and Rachel K. E. Bellamy. Effect of confidence and explanation
on accuracy and trust calibration in AI-assisted decision making. In Proceedings of the 2020
Conference on Fairness, Accountability, and Transparency, FAT* ’20, page 295–305, New
York, NY, USA, 2020. Association for Computing Machinery. ISBN 9781450369367. doi:
10.1145/3351095.3372852. URL https://doi.org/10.1145/3351095.3372852.

[77] Kaitlyn Zhou, Dan Jurafsky, and Tatsunori Hashimoto. Navigating the grey area: How ex-
pressions of uncertainty and overconfidence affect language models. In Houda Bouamor,
Juan Pino, and Kalika Bali, editors, Proceedings of the 2023 Conference on Empirical Meth-
ods in Natural Language Processing, pages 5506–5524, Singapore, December 2023. As-
sociation for Computational Linguistics. doi: 10.18653/v1/2023.emnlp-main.335. URL
https://aclanthology.org/2023.emnlp-main.335.

[78] Kaijie Zhu, Jindong Wang, Jiaheng Zhou, Zichen Wang, Hao Chen, Yidong Wang, Linyi Yang,
Wei Ye, Neil Zhenqiang Gong, Yue Zhang, et al. PromptBench: Towards Evaluating the Ro-
bustness of Large Language Models on Adversarial Prompts. arXiv preprint arXiv:2306.04528,
2023.

[79] Andy Zou, Zifan Wang, J. Zico Kolter, and Matt Fredrikson. Universal and Transferable
Adversarial Attacks on Aligned Language Models, 2023.

17

https://doi.org/10.1145/3351095.3372852
https://aclanthology.org/2023.emnlp-main.335


A Motivation

Industry Use of Verbal confidence Firstly, we stress that studying verbal confidence and its
robustness is an important topic given that there are numerous instances in industry where systems
have been developed that utilize some form of LLM verbal confidence in their methods to conduct
confidence estimation. They utilize verbal confidence largely due to limitations with black-box
API access and since the scores are not arbitrary [46, 48] they have value as a confidence measure.
These use-cases are shown to ultimately be concerned about robustness [8, 42, 75] which we will
highlight. Chen and Mueller [8] develop a Trustworthy Language Model (TLM) where Reliability and
explainability is added to every LLM output and decision-making is conducted using trustworthiness
scores. This score quantifies the certainty of the model to its answers by combining checking the
consistency and the level of verbal numeric confidence of the model’s responses. Zhang et al. [75], in
the context of cloud incident root cause analysis, develop a method for on-call engineers to make
decisions on whether to adopt model predictions using a method that incorporates an LLM-based
confidence estimator using verbal confidence due to the black-box nature of the APIs of SOTA
models. In MacDonald [42] they build an LLM-based product to structure unstructured data and
score customer conversations for developing sales and customer support teams. These scores are
based on level of customer satisfaction and given relevant (proprietary) context, the LLM produces a
score (verbally) and reasoning for that score. In all of these use-cases it is clear that compromising
the robustness of these verbal scores creates a risk of system malfunction or a degradation in
operation. Likewise, in Mohri and Hashimoto [46], although not directly related to industry, show
the usefulness of utilizing verbal confidence in a specific application, which is that of generating
conformal factuality guarantees for language models. They reveal that verbal confidence outperforms
the arbitrary confidence baselines (i.e., randomly generated confidence scores and ordinal confidence),
demonstrating its value.

Importance of Calibrated Generated Confidence Scores in Real World Applications Many
prior works such as Dhuliawala et al. [11], Zhang et al. [76], Rechkemmer and Yin [57], have estab-
lished how harmful miscalibrated (skewed) confidence scores are in human studies and downstream
human-AI collaboration applications, showing that user behaviour changes greatly in response to
AI confidence scores, leading to over reliance when an AI system is overconfident, as one example.
Most notably, Dhuliawala et al. [11] shows in the context of human collaboration with LLMs how
un-confidently correct stimuli reduce user trust with only a few miscalibrated instances creating
long-term poor performance on tasks.
Moreover, works such as Bernsohn et al. [3], Beam and Kompa [2], Penso et al. [54], Jiang et al. [30]
highlight the impacts of altered confidence scores on downstream authority mechanisms in legal and
medical domains, since many such applications that involve tasks such as diagnosis rely on model
uncertainty to determine further review. In Bernsohn et al. [3] as an example, in the task of detecting
legal violations, entities with high confidence undergo additional processing, and therefore reducing
the confidence estimates in the examples would compromise the operation of the system.

Risk of Adversarial Attacks Based on Confidence In addition to harm done by reduced confi-
dence scores (when answers remain unchanged), our key contribution is also to demonstrate verbal
confidence can be used to effectively craft conventional adversarial examples (i.e., ones that lead to
answer changes) as well, which presents issues in practical scenarios (e.g., misclassified cases). This
is important because such scores are easy to obtain for adversaries for black-box models, and can
be used to manipulate the confidence measures that can most easily be asked for and understood by
human users.
Without our work, it is not clear how effective the proposed attacks would be, given the very different
properties of using generated outputs versus internal model states or a proxy white-box model. If
adversaries are able to easily generate attacks using solely the generated output, this presents a great
security concern.
Our formulation of this issue also has contributions in terms of its implications towards model honesty
and how models express their level of knowledge/competence through confidence. A key aspect of
this study is to determine how easy their behaviour is to manipulate through various types of mostly
superfluous modifications, and through our analysis determining among which aspects there are the
most vulnerabilities. In short, one of our objectives is to see how models “perceive” confidence
overall and hence we look at multiple different aspects of how models react to different changes of
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input. We primarily test generalist models to get a broad view of the problem of robustness and to
avoid making any conclusions that would only apply to a singular domain.

Threat Model Similar to established adversarial attack setups, users of the LLM do not necessarily
have to be the ones conducting the VCAs. Long-tailed examples can naturally happen to jeopardize
the victim model including variations (like typos) in their input that can affect confidence and one
aspect of this analysis is to see how easy it is to change confidence scores like this.
Secondly, our overall threat model is no different compared to other NLP adversarial attack works;
adversaries can craft adversarial examples independently without being the direct user of the system
being attacked. If an adversary is able to corrupt a series of queries beforehand, then when somebody
(i.e., a user) tries to evaluate these queries asynchronously they get miscalibrated confidence scores
without being aware of any changes. For example, samples from a database can be manipulated by
an adversary and swapped in without a user being aware.
When we refer to attacks against user queries, we do not necessarily mean the current user is
intentionally crafting an example to see how much they can lower the model confidence since
the model can simply be prompted to change the score (as we show can be effectively done in
Appendix H). Nonetheless, various changes the user obliviously makes to their query can also affect
the confidence hence we study the impact of perturbations and corruptions. Ultimately, we wish to
see how effectively it can be done by a different source such as an external adversary.
We study three different threat vectors. An adversary can also target demonstrations or the system
prompt too without a user being aware when they send their own unmodified query. This can be a
form of data poisoning attack since, for example, adversarially modified demonstrations could be used
by a developer of an LLM system unknowingly from a database of seemingly benign demonstrations.

Real-World Use Case A hypothetical scenario for the threat of VCAs could be that of a legal
professional using a proprietary LLM to determine whether a series of prior cases are relevant to their
current case, where highly relevant/high confidence predictions above a threshold are used to tell
them specifically to further examine the case. An adversary wishing to target this legal professional
could attack the database of cases so that a series of low confidence predictions are produced on
attacked examples, potentially causing the professional to miss relevant cases when presenting them
to the LLM, leading the model to cease being useful, creating severe inefficiencies and ultimately
eroding user trust.

B Details of Perturbation-based Attacks

The general algorithms for the four different character and word-level adversarial attack methods we
cover can be seen in Algorithm 2. For VCA-TF and VCA-TB we make modifications on the black-
box algorithms to make the algorithm work in the context of attacking confidence scores generated
using CEMs, as these algorithms are originally based on using the predicted softmax class-wise
probabilities derived from model logits. Refer to more details in Jin et al. [31] and Li et al. [36]
respectively for more detailed settings as we are faithful to the original algorithm except with respect
to the scoring functions used. For the Typos and SubSwapRemove attacks, we make use of our own
design choices which we detail below. In the algorithm, the potential options for the target attack
text X are user queries, system prompts, or demonstrations. Additional input text Q refers to the
two remaining text inputs that are not undergoing the attack (e.g., if the user query is targeted, Q
represents the system prompt and demonstration). The parts that are attacked for user queries refer
to the question only, without the multiple choice options. For system prompts the entire prompt
detailing the task instructions (i.e., how to generate answer and confidence score) can be attacked.
For the demonstration attacks, the demonstration is a one-shot example for a given CEM. Within the
example, the question, multiple choice options, and the expected answer can be targeted.
For VCA-TB, the possible random bugs that can be generated include inserting spaces into words,
deleting characters, swapping adjacent letters, swapping characters with visually similar characters,
and substituting words with one of its nearest neighbours. We use WordNet [14] to search for
synonyms for each token and calculate the semantic similar using Euclidean distance with GloVe
embeddings [53]. Likewise, with VCA-TF, we use the same approach to generate a list of synonyms,
although we also ensure that synonyms contain the same part of speech (POS) tags using NLTK [41].
To perform the Typos attack, we generate a series of common typos in a sentence (GenerateCommon-
Typos function). These typos include substitutions with nearby characters on an English keyboard,
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Table 7: Description of SC-CA CEM.

CEMs Description Example Answer

SC-CA Think step by step, produce
letter answer and confidence
at the end. Sample and aver-
age multiple answers.

(1) . . . therefore the answer is
B, 90% (2) I believe . . . so the
answer is B, 95% (3) ..., the
answer must be A, 80%. Final
Answer B, 88.33%

random character deletions, and adjacent character swaps. A probability of 0.1 is used to select the
percentage of characters in a full text sequence to modify each iteration. We cap the number of
iterations at 25.
In the SubSwapRemove algorithm, MOD function applies a random perturbation to a given token.
This modification can be either a synonym substitution, a swap with an adjacent token, or the token is
deleted from the sequence. The probability of selecting each modification is equal. For the synonym
substitution, we sample five top synonyms similar to VCA-TF and keep the substitution that results
in the greatest drop in confidence if a drop occurs at all with any of the synonyms.
Across all attacks, we stop attacks once the original predicted answer is changed and record this
along with the final confidence to keep track of how easily the answer can change.
The description for the SC-CA CEM and an example is provided in Table 7.

C Detailed Experimental Settings

Dataset Details: (1) MedMCQA [51] is a multiple-choice question answering (MCQA) dataset
consisting of 2816 questions with four choices that are based on medical entrance exam questions.
(2) TruthfulQA [39] is a MCQA dataset consisting of questions that cover a broad range of safety-
critical topics like health, law, finance and politics and is designed so that humans can easily answer
incorrectly due to misconceptions. We use the MC1 (Single-true) subtask, and only use multiple
choice questions with 4 total answers for consistency yielding 203 total examples. (3) StrategyQA [18]
consists of 2,780 true or false open-domain, general topic questions that require implicit reasoning
steps to answer. Lastly, we use SST-2 [61] from the popular AdvGLUE [65] adversarial benchmark
for our baseline confidence attack agnostic results. In the benchmark, SST-2 consists of 137 movie
reviews annotated for binary (positive/negative) sentiment. Instances in AdvGLUE underwent a
comprehensive series of word-level, sentence-level, adversarial algorithmic modifications, in addition
to human-generated perturbations to most effectively deceive a wide range of language models. For
our experiments, we use the development sets for MedMCQA and TruthfulQA, and the training set
for StrategyQA.
Model Details: Llama-3-8B [1] and GPT3.5-turbo [49] are primarily used for evaluation, with
GPT-4o [49] and Llama-3-70B [1] being utilized for certain additional results. The Llama models are
ran locally while the GPT models are ran through the OpenAI API. In terms of sampling parameters
for each model, we utilize a temperature of 0.0 for Base, CoT, and MS method, along with a top_p of
0.95. For SC and SC-CA, we set the temperature to 0.7 and sample three different responses and
average the confidence scores. We limit the number of generated tokens to 400. For the MS method,
we calculate the geometric mean of the generated confidence scores for each step including the final.
Sentence Similarity: To ensure adversarial examples preserve the original meaning, we encode both
the original and adversarial example using Universal Sentence Encoder (USE) [7]. We then calculate
cosine similarity between the vectors and forgo perturbations that cause a fall below a threshold
of 80% similarity to keep adversarial examples retaining similar meaning of the original sentences
similar to the approach in Wang et al. [67].
Confidence Extraction: Answers and confidence are extracted from the generated answer of the LLM
using robust regular expressions looking for all possible mentions of letter answers and their corre-
sponding numeric confidence. In the rare cases where models refuse to answer or provide a confidence
score (or the regular expression fails), the final answer defaults to none-of-the-above and the final confi-
dence score is set to be one with max entropy possible (i.e., 1/(Number of Multiple Choice Options))
respectively. Over the course of optimizing an attack, if no confidence is provided, the perturbation is
rejected unless the answer choice flips as well (signifying a successful attack).

20



Algorithm 2 Overview of Tested Attack Methods
1: Input: Confidence Estimation Method z for LLM, Tokenized Target Text X, Additional Input

Text Q Sentence Similarity Function SIM(), Perturbation Similarity Rejection Threshold ϵ, Max
Iterations τ , # Synonym Candidates Nsyn

2: Output: Adversarial Example X̂

3: X̂←X
4: C ← z(Q,X) ▷ Original Confidence Score
5:
6: Importance Score Based Methods:
7: Filter Stop Words
8: for all x̂i ∈ X̂ do
9: Jx̂i

= C − z(Q, X̂\x̂i
) ▷ X̂\x̂i

is set X̂ without token x̂i

10: end for
11: W← X̂
12: Sort W according to J
13: -VCA-TB-
14: for all wi ∈W do
15: Bug← Randomly Selected TextBugger Bug on wi

16: X̂temp ← X̂wi<>Bug ▷ Bug replaces original token in X̂

17: if SIM(X, X̂temp) > ϵ then
18: if z(Q, X̂temp) < C then
19: X̂← X̂temp

20: end if
21: end if
22: end for
23: -VCA-TF-
24: for all wi ∈W do
25: Candidates← Generate top Nsyn POS tag filtered candidate synonyms for wi

26: topscore = null
27: for all cnd ∈ Candidates do
28: X̂temp ← X̂wi<>cnd ▷ cnd replaces wi in X̂

29: if SIM(X, X̂temp) > ϵ then
30: if (topscore = null AND z(Q, X̂temp) < C) OR (z(Q, X̂temp) < topscore) then
31: X̂← X̂temp

32: topscore = z(Q, X̂temp)
33: end if
34: end if
35: end for
36: end for
37:
38: Typos:
39: for τ iterations do
40: X̂temp ← GenerateCommonTypos(X̂)

41: if SIM(X, X̂temp) > ϵ then
42: if z(Q, X̂temp) < C then
43: X̂← X̂temp

44: end if
45: end if
46: end for
47:
48: SubSwapRemove:
49: Filter Stop Words in X̂

50: for all x̂i ∈ X̂ do
51: MOD← Randomly Choose Perturbation Type from {Sub, Swap, Remove}
52: X̂temp ←MOD(x̂i, X̂)

53: if SIM(X, X̂temp) > ϵ then
54: if z(Q, X̂temp) < C then
55: X̂← X̂temp

56: end if
57: end if
58: end for

21



Algorithm 3 ConfidenceTriggers Cross-Over
1: Input: Initial Parent Prompts P1 and P2

2: Output: Child Prompts C1 and C2

3: SplitPoint = Choose random integer between 0 and m-2
4: C1 = P1[: SplitPoint] +P2[SplitPoint :]
5: C2 = P2[: SplitPoint] +P1[SplitPoint :]

Algorithm 4 ConfidenceTriggers Mutation
1: Input: Initial Parent Prompts P1 and P2 of length β
2: Output: Child Prompt C
3: RandomOption← Choose either P1 or P2 to mutate randomly
4: IndicesToFlip← Sample 20% of indices in P1 to mutate
5: C = []
6: for j = 0,..., β do
7: if j in IndicesToFlip then
8: Add random word to C
9: else

10: if RandomOption=P1 then
11: AppendP1[j] to C
12: else
13: Append P2[j] to C
14: end if
15: end if
16: end for

C.1 ConfidenceTriggers Settings

To optimize the performance of ConfidenceTriggers, we evaluated a variety of algorithm parameters.
However, given the significant amount of iterations necessary to optimize the algorithm, we limited
some parameters like trigger prompt length while still aiming for strong results. Regarding our
training text corpus, for MedMCQA and StrategyQA, we use 70% of the data for optimizing the
triggers, and evaluate it on the remaining 30% (out of which 200 random samples are selected). Given
the relatively smaller size of TruthfulQA, we train the triggers on questions with five multiple choices
options (yielding 197 different examples) and evaluate on the 203 questions with four options. For
our trigger prompt length β we choose 20 tokens, and for the total number of prompts we attempt to
optimize α we also choose 20. We experimented with optimizing between 20 and 50 total generations.
For the number of samples for the initial estimation S, we choose 200, and the value ξ for each
iteration we choose 12, leading to 48 different sampled training cases used for estimation for each
prompt each generation. We choose a fifth of prompts (i.e., 4) with the lowest loss to be elites. An
example of the generated triggers can be found in Appendix X.
The InitializePrompts(α, β) function in the main algorithm that is used to create the initial set
of α triggers before optimization occurs, essentially for each trigger generates a string of a β
number of random tokens that are uniformly sampled from the set of confidence related words. The
AverageConfidence function is defined in Algorithm 5.
Our procedure for Cross-Over and Mutation functions remains largely faithful to Lapid et al. [35]
and are standard implementations for these functions given two parent sequences of data. Cross-Over
is the standard Single point Cross-Over [26] operation and Mutation is Random (uniform) Mutation
[20] where words at randomly chosen indices are replaced. Pseudo code for Cross-Over and Mutation
can be found in Algorithm 3 and 4 respectively. The tournament select process is top-K like in Blickle
and Thiele [4].

D ConfidenceTriggers-AutoDAN Details

In this section, we present the algorithm along with the details for the AutoDAN variation of the
ConfidenceTriggers algorithm. The general algorithm can be found in Algorithm 6 and generally
follows the original version of ConfidenceTriggers but is modified to incorporate the steps and
methods of the AutoDAN-HGA algorithm in Liu et al. [40], in that we make use of the hierarchal
structure of prompts and incorporate both sentence and paragraph level optimizations.
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Algorithm 5 ConfidenceTriggers AverageConfidence Function
1: Input: Confidence Estimation Method z, # Samples for Estimation n, Prompt Set P
2: Optional: Trigger string t
3: Output: Average confidence C
4: Pn ← Sample n samples from set of prompts
5: if t then
6: Confidencesn ← Generate confidence using z for p ∈ Pn with t appended to p
7: else
8: Confidencesn ← Generate confidence using z for p ∈ Pn

9: end if
10: C =

∑
Confidencesn/n

A few key differences exist between ConfidenceTriggers-AutoDAN and AutoDAN-HGA due to the
nature of attacking confidence compared to jailbreaking. Firstly, rather than the initial adversarial
prompts being based on previously successful manually curated jailbreak prompts, we generate a
series of sentences using GPT4 that indirectly encourage a model to output low confidence scores. We
limit the initial prompts to only a single sentence and not paragraph length like in the original variant
for simplicity given that pre-established multi-sentence length triggers for attacking confidence are
not available. Other aspects of the algorithm, like the functions for Cross-Over and Mutation are
largely faithfully adapted, but with some changes. Each of the main functions in the algorithm are
detailed below.
InitializePrompts(α) function generates α different prompts using a proxy model (GPT4) that en-
courage the production of low confidence scores (Diversification). The model fed a prompt stating to
“generate α sentences that would encourage a model to produce low confidence scores in a machine
learning context but in an indirect manner.”
Momentum Word Score is calculated the same way as in AutoDAN-HGA. A dictionary is established
in which words from each of the prompts are added if they are not part of a collection of common
stop words, punctuation, proper nouns etc. When a word is added as a key its score is added as a
value. The score is derived from the loss of the prompt it originally came from. If the same word is
first being added and it is present in multiple prompts, the score is averaged. If a word has a key it is
updated using a momentum mechanism, whereby the updated value is averaged between its current
(previous) value and the newly computed (current value+ new value)/2. The words in the dictionary
are finally ranked based on their scores in descending order.
Replace Words with Synonyms functions by looping through each word in a prompt, and a series of
synonyms are found for each. The word dictionary is searched using these synonyms and if one is
present then it probabilistically replaces the original word based on the relative scores of all the other
synonyms that are present in the dictionary.
The process of selecting parent prompts for Cross-Over and Mutation involves weighted random
sampling. α−E prompts are randomly sampled without replacement with the weights based on the
loss i.e., more effective prompts are more likely to be sampled. Each prompt is added to a list and
then is paired up with its neighbour in the list (the first and second, third and fourth ...). If there is an
odd number of sampled prompts, then the last and the first in the list are paired again. The sampled
prompts then undergo Cross-Over and Mutation.
For Cross-Over, if a randomly sampled float between 0 and 1 is above the threshold, then the process
occurs for a pair of prompts. In our experiments, we use a threshold of 0.5. As prompts do not span
multiple sentences, performing cross-over by splicing together different sentences from both prompts
as in the original algorithm would not work. Instead, Cross-Over works by using a powerful LLM
(GPT4) to combine the two parent prompts as succinctly as possible. The following system prompt
is fed to the model: “You are a helpful and creative assistant who writes well.” Afterwards, the
user prompt is as follows “Please combine the contents of the following two sentences (prioritizing
preserving the first sentence) while trying to keep the length as minimized as possible (below 100
words). Please only output the revised version.” By feeding the two prompts but in different orders,
this yields two child prompts with combined content but with different orders/priority.
The Mutation function occurs in all cases. The two parent prompts are fed individually into a powerful
LLM (GPT4) with the same system prompt as Cross-Over but with the following user prompt: “Please
revise the following sentence with no change to its length and only output the revised version.” This
induces a degree of variance into each child prompt.
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Algorithm 6 ConfidenceTriggers-AutoDAN
1: Input: Set of confidence estimation methods Z, training text corpus X, # generations G, # prompts α, #

initial samples for estimation S, # training samples per iteration ξ, # elites E
2: Output: Trigger String T
3: for all z ∈ Z do
4: Random subset sample S cases from X
5: Lz ← AverageConfidence(z, S) ▷ Base confidence w/o any trigger
6: end for
7: P ← InitializePrompts(α)
8: for g = 1 to G do
9: for all p ∈ P do ▷ Evaluate fitness of each prompt

10: for all z ∈ Z do
11: Random subset sample ξ examples from X
12: Lpg ← Lpg∥ AverageConfidence(p, z, ξ) − Lz

13: end for
14: Lpg =

∑
Lpg/|Z|

15: end for
16: Sort P by Lpg

17: Pg ← [ ]
18: Add E lowest loss prompts p to Pg as elites
19: Sentence-Level:
20: Calculate momentum word score
21: Replace words with synonyms for each p ∈ P
22: Paragraph-Level:
23: Use weighted random sampling to select α− E

parent prompts into a list Pparents

24: Pair each pADV in Pparents together
25: for all (pa, pb) unique pairs in Pparents do
26: rand← Random float between 0 and 1
27: if rand < 0.5 then
28: pa, pa← CrossOver(pa,pb)
29: end if
30: pa←Mutation(pa)
31: pb←Mutation(pb)
32: Add pa, pa to Pg

33: end for
34: if |Pg| > |P| then
35: Keep first |P| prompts in Pg

36: end if
37: P← Pg

38: end for
39: for all p ∈ P do
40: for all z ∈ Z do
41: Random subset sample S cases from X
42: LpG ← LpG∥ AverageConfidence(p,z,S)
43: end for
44: LpG ←

∑
LpG / |Z|

45: end for
46: T← P[argmin(LpG)] ▷ Prompt with lowest loss

A total of 100 generations is used to optimize the prompts. The remaining settings are consistent
with those detailed in Appendix C.1. An example of the final generated triggers can be found in
Appendix X.
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E Confidence Agnostic Attacks

Table 8: Results of confidence agnostic attacks on SST2. Difference in average confidence and
accuracy between unmodified and adverserial instances are reported, along with the percentage of
examples being affected.

Cf. Adv. Cf. Acc. Adv. Acc. % Aff.

L
la

m
a-

3-
8B Base 74.0 71.0 61.8 42.0 46.6

CoT 88.2 87.2 44.3 42.0 72.5
MS 80.2 81.3 49.0 48.1 83.2
SC-CA 74.6 69.6 51.9 51.9 97.7

G
PT

-3
.5

Base 92.7 90.4 100.0 86.3 45.0
CoT 93.5 89.7 100.0 87.0 39.7
MS 90.3 85.6 100.0 86.3 75.6
SC-CA 94.6 90.7 100.0 85.5 64.1

We examine if CEMs are robust against generic confidence-agnostic adversarial attacks. To this
end, we compare the confidences generated for the original instances in SST-2 [61] and their
AdvGLUE [65] versions since these comprehensive adversarial modifications were solely optimized
for misclassifications. The results are in Table 8, where the difference in confidences are minor,
with at most a 5% drop despite a high percentage of samples being effected. CEMs are shown to be
generally robust against confidence-agnostic perturbations, even though they are effective in reducing
accuracy by 15-20%.

F Full Results Tables

The full results for the system prompt and demonstration attacks are in Table 9. Likwise, the full
results for attacks against Llama-3-70B and GPT-4o are in Table 10.

G Multi-Step Corruptions
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Figure 4: Comparison between original average final confidence using the MS method (lighter
shade) and the resulting average final confidences (darker shade) when 50% of the confidences in the
individually generated steps are masked (Mask) or randomized (Rand).

To further analyze how responsive LLMs are to corruptions, we aim to determine how the final
confidence scores generated by the MS method are affected when confidence scores for each generated
step are either masked or randomized. This provides further insights on how representative the
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Table 9: Effectiveness of confidence adversarial attacks against system prompts or one-shot demon-
strations.

System Prompt Demonstration
VCA-TB

Cf. Adv. Cf. % Aff. #Iters ΔAff. Cf. %Flp(OC) %Flp(OW) Cf. Adv. Cf. % Aff. #Iters ΔAff. Cf. %Flp(OC) %Flp(OW)

L
la

m
a-

3-
8B

TQA Base 87.1 84.7 11.0 42.9 21.6 8.7 16.2 87.1 80.1 27.0 11.8 26.0 32.5 32.4
CoT 86.7 81.2 18.0 22.3 30.7 71.4 46.6 86.7 81.1 20.5 19.9 27.1 42.9 45.6

MQA Base 87.7 82.9 20.5 37.2 23.5 9.1 21.4 87.7 83.5 41.5 10.8 10.1 28.4 42.0
CoT 89.1 83.1 13.5 31.7 44.4 29.4 32.2 89.1 81.7 35.0 14.5 21.3 45.1 58.4

SQA Base 43.2 36.5 17.0 39.1 39.8 25.0 25.0 43.2 33.5 28.5 24.7 34.3 66.1 64.8
CoT 92.4 60.0 55.0 32.9 58.9 56.9 82.0 92.4 80.8 50.0 26.3 23.1 36.1 75.0

G
PT

-3
.5

TQA Base 94.7 92.7 21.5 80.3 9.7 15.6 11.1 94.7 93.2 19.5 12.6 7.7 9.6 18.7
CoT 92.1 89.2 28.0 127.3 10.5 21.1 24.7 92.2 90.0 21.0 23.9 10.5 26.9 32.1

MQA Base 93.8 91.6 22.0 60.0 9.9 11.7 12.5 93.9 92.3 21.0 17.5 7.5 15.7 23.5
CoT 96.3 94.2 35.0 116.9 6.0 15.6 30.8 97.0 95.5 27.0 35.7 5.6 15.1 40.5

SQA Base 96.4 95.3 22.0 44.0 5.0 0.8 2.9 96.3 95.2 21.5 33.5 5.1 4.5 14.9
CoT 95.8 92.9 28.5 39.0 10.2 9.9 22.9 95.0 94.3 11.5 35.3 6.5 12.0 38.0
Avg. - 5.9 24.3 56.1 22.5 22.9 27.4 - 4.5 27.0 22.2 15.4 27.9 40.5

VCA-TB

L
la

m
a-

3-
8B

TQA Base 87.1 84.4 13.5 40.0 20.2 9.5 20.3 87.1 81.0 26.5 20.0 22.9 34.9 35.1
CoT 86.5 82.2 14.4 31.4 29.3 75.0 43.0 86.7 78.9 21.5 22.8 36.4 42.9 45.6

MQA Base 87.7 83.7 20.5 44.2 19.6 5.7 23.2 87.7 83.2 43.0 16.2 10.4 31.8 43.8
CoT 89.1 82.5 14.5 30.6 45.6 33.3 32.2 89.1 80.7 38.0 17.6 22.1 56.9 59.7

SQA Base 43.2 35.4 20.0 39.0 38.9 29.5 29.5 43.2 32.4 28.5 27.2 38.2 63.4 72.7
CoT 92.4 56.0 56.0 36.8 65.0 52.8 82.0 92.4 79.9 50.0 29.6 24.9 38.9 75.0

G
PT

-3
.5

TQA Base 94.7 92.3 25.0 166.7 9.8 15.7 11.0 94.8 93.6 19.0 17.7 6.6 9.4 8.2
CoT 91.3 89.1 26.5 207.3 8.4 18.6 24.4 92.3 89.6 28.5 31.7 9.3 32.3 35.5

MQA Base 93.9 91.3 26.0 106.0 9.7 12.5 16.3 93.8 91.9 19.5 26.6 9.5 21.2 24.4
CoT 96.8 94.8 35.5 45.5 5.7 17.0 30.8 96.6 95.0 28.5 41.6 5.7 18.0 43.1

SQA Base 96.1 95.1 20.5 48.4 5.0 0.0 7.2 96.5 95.0 29.0 37.5 5.1 8.2 13.6
CoT 95.3 92.6 30.0 45.0 9.0 10.7 30.0 95.2 93.9 17.0 36.7 7.8 13.3 36.0
Avg. - 6.2 25.2 70.1 22.2 23.4 29.2 - 5.0 29.1 27.1 16.6 30.9 41.1

SubSwapRemove

L
la

m
a-

3-
8B

TQA Base 87.1 84.4 16.0 47.1 17.0 59.5 66.2 87.1 78.3 34.5 22.4 25.6 85.7 86.5
CoT 86.2 61.7 61.6 51.2 39.9 100.0 99.2 86.8 54.9 73.8 34.4 43.2 100.0 99.5

MQA Base 87.7 76.2 42.5 49.2 27.0 44.3 67.0 87.7 80.0 53.5 39.2 14.3 73.9 88.4
CoT 89.1 67.9 44.5 49.4 47.7 96.1 93.3 89.1 73.0 61.2 47.8 26.2 100.0 99.2

SQA Base 43.2 33.3 23.0 48.0 43.1 70.5 72.7 43.2 38.3 24.5 21.9 20.3 92.0 94.3
CoT 92.4 51.8 62.5 42.5 65.0 68.1 89.8 92.4 70.2 64.5 40.4 34.4 62.5 90.6

G
PT

-3
.5

TQA Base 94.5 90.0 46.0 82.7 9.7 18.0 38.9 94.7 92.8 27.5 22.5 6.7 29.1 42.5
CoT 91.1 86.1 49.5 96.6 10.1 27.5 60.0 92.3 87.0 49.5 31.1 10.6 32.8 80.2

MQA Base 93.9 88.6 49.5 83.6 10.6 23.3 57.5 93.9 91.7 26.0 36.0 8.6 26.7 53.8
CoT 96.0 92.1 49.0 47.6 8.0 25.6 64.2 97.3 94.1 42.0 48.7 7.5 27.4 69.2

SQA Base 96.3 94.0 34.5 50.8 6.7 13.6 26.5 96.3 93.9 39.0 20.9 6.1 23.3 35.8
CoT 95.2 92.0 37.0 48.5 8.6 18.5 40.8 95.3 93.5 23.5 43.4 7.9 22.1 47.1
Avg. - 11.2 43.0 58.1 24.5 47.1 64.7 - 9.0 43.3 34.1 17.6 56.3 73.9

Typos

L
la

m
a-

3-
8B

TQA Base 87.1 84.2 19.0 21.6 15.3 96.0 87.8 87.1 86.1 8.0 24.6 12.2 20.6 23.0
CoT 86.7 76.8 49.0 27.7 20.2 100.0 99.0 86.7 86.3 4.5 25.0 9.4 0.0 26.9

MQA Base 87.7 82.3 32.0 23.6 16.9 77.3 88.4 87.7 86.5 6.5 25.0 17.3 9.1 12.5
CoT 89.1 80.3 37.5 26.1 23.5 98.0 98.0 89.1 86.8 16.0 26.3 14.7 56.9 57.0

SQA Base 43.2 38.9 16.5 18.8 26.0 95.5 95.5 43.2 42.7 1.0 25.0 55.0 6.3 6.8
CoT 92.4 89.3 17.0 26.1 17.9 5.6 39.1 92.4 85.4 26.5 25.2 26.2 23.6 71.9

G
PT

-3
.5

TQA Base 94.6 89.5 53.0 24.8 9.6 17.3 24.7 94.9 94.5 6.0 25.0 5.4 15.9 16.2
CoT 92.2 86.7 59.5 25.0 9.2 15.8 46.3 92.1 91.1 10.0 25.0 9.8 10.7 21.5

MQA Base 93.8 88.2 56.0 25.0 10.0 16.0 40.7 93.9 93.7 3.5 25.0 5.7 5.0 20.0
CoT 95.8 91.5 65.3 24.9 6.6 19.4 55.1 97.6 96.3 19.0 25.0 6.8 11.5 44.9

SQA Base 96.4 93.2 45.0 25.0 7.0 9.9 27.5 96.3 96.0 5.5 25.0 5.0 3.8 8.8
CoT 95.2 92.2 37.5 25.0 8.2 14.5 35.4 95.1 94.6 5.5 25.0 10.0 14.9 36.5
Avg. - 5.1 40.6 24.5 14.2 47.1 61.5 - 1.3 9.3 25.1 14.8 14.8 28.8
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Table 10: Results on sub-sample of attack methods using two SOTA LLMs (Llama-3-70B and
GPT-4o).

SubSwapRemove VCA-TB
Cf. Adv. Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW) Cf. Adv. Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW)

L
la

m
a-

3-
70

B
TQA Base 90.8 88.2 18.5 13.6 17.5 37.5 90.8 89.4 9.5 13.7 7.5 12.5

CoT 90.1 88.2 10.0 19.5 21.5 51.9 90.1 89.4 4.0 18.0 1.7 7.6
MS 67.3 59.3 51.5 15.6 20.5 51.3 67.1 60.0 41.5 17.2 21.1 33.8
SC 89.5 87.4 18.0 11.7 21.3 48.7 90.0 89.0 7.5 13.0 7.5 7.5
SC-CA 89.6 88.3 16.5 8.3 23.0 52.6 90.1 89.0 9.5 12.0 4.9 9.1

MQA Base 86.9 85.3 16.0 9.8 24.6 60.3 86.4 85.1 13.5 9.8 4.8 10.9
CoT 93.7 91.8 15.0 12.8 31.1 71.2 93.7 92.8 7.0 12.9 7.4 9.6
MS 56.0 44.5 59.5 19.2 34.0 67.9 56.0 43.6 62.5 19.8 26.4 62.5
SC 93.3 91.3 26.5 7.8 29.0 70.9 93.7 92.2 21.0 6.8 14.1 33.3
SC-CA 94.0 91.9 28.5 7.3 30.9 64.6 93.7 91.7 18.5 8.1 9.7 28.6

SQA Base 91.8 88.6 25.5 12.5 45.2 51.2 91.8 89.2 20.5 12.8 24.4 25.0
CoT 93.8 90.9 26.5 10.9 43.1 47.5 93.8 90.9 29.0 9.8 22.5 40.0
MS 82.5 68.1 71.0 20.3 44.9 51.5 82.1 67.0 67.5 22.4 29.3 57.6
SC 94.2 90.2 52.0 7.7 34.0 50.0 94.3 90.1 43.5 8.4 24.6 45.5
SC-CA 94.2 89.7 51.5 8.8 21.8 67.2 93.8 90.3 44.5 7.9 17.2 42.4
Avg. - 4.3 32.4 12.4 29.5 56.3 - 3.8 26.6 12.8 14.9 28.4

G
PT

-4
o

TQA Base 88.5 85.8 33.0 8.0 17.4 52.9 88.5 86.8 20.5 8.0 10.6 19.1
CoT 89.0 87.7 10.0 13.3 16.7 48.6 89.3 89.0 3.5 9.3 2.4 9.3
MS 60.6 52.6 55.0 14.6 16.3 45.8 61.0 53.8 44.5 16.2 15.9 38.7
SC 87.7 84.7 46.0 6.4 19.0 43.1 87.5 84.1 41.0 8.3 16.1 25.4
SC-CA 89.5 86.7 46.0 6.0 16.4 47.2 89.3 88.1 19.5 5.9 10.9 12.7

MQA Base 90.3 87.7 37.0 7.2 20.8 58.5 90.2 88.2 31.0 6.5 8.7 15.4
CoT 91.8 89.5 24.5 9.4 24.2 54.3 91.7 90.4 18.5 7.3 9.0 20.6
MS 61.9 52.7 60.0 15.3 25.9 70.6 62.3 52.2 60.5 16.8 15.9 69.4
SC 91.2 88.5 47.5 5.8 20.5 67.6 91.2 88.4 40.0 6.9 16.1 37.5
SC-CA 91.6 87.1 64.0 7.1 18.0 64.1 91.1 87.9 44.5 6.1 11.7 37.9

SQA Base 88.6 82.5 51.0 12.0 47.6 61.8 88.6 82.9 49.0 11.6 29.9 41.7
CoT 91.5 83.8 51.0 15.0 44.6 55.9 91.6 85.9 38.5 14.9 16.4 28.6
MS 80.1 64.9 66.5 22.8 44.7 30.0 79.5 65.7 66.5 20.6 27.4 34.4
SC 90.1 80.0 65.5 15.4 41.3 42.4 89.7 81.5 55.5 14.8 32.5 35.3
SC-CA 91.9 84.4 62.5 12.0 37.0 61.5 91.6 86.0 58.5 9.7 20.5 42.6
Avg. - 5.7 48.0 11.4 27.4 53.6 - 4.8 39.4 10.9 16.3 31.2

Table 11: Results using SSR user query attack on TQA using: Llama-3.1-8B, Llama-3.3-70B, and
o3-mini. We observe that the results are similar to the original models in our study, and the same
conclusions can be drawn.

Cf. Adv. Cf. % Aff. #Iter. Δ Aff. Cf. %Flp(OC) % Flp(OW)
Llama-3.1-8B Base 81.5 76.8 27.0 7.3 17.2 14.3 42.2

CoT 87.2 83.3 32.5 7.1 11.9 30.6 54.9
MS 71.7 59.6 67.0 7.6 18.0 16.3 60.5
SC-CA 85.2 80.7 39.5 7.2 11.3 32.3 52.5

Llama-3.3-70B Base 92.2 88.8 19.5 9.1 17.1 25.0 39.5
CoT 89.8 85.8 20.0 8.8 19.6 24.2 51.3
MS 71.1 60.6 66.0 7.3 15.8 13.2 43.8
SC-CA 90.0 86.4 32.5 8.4 10.9 19.0 40.5

o3-mini Base 89.8 87.6 34.0 7.9 6.4 21.9 59.7
CoT 91.0 85.6 54.5 7.1 10.0 18.8 58.2
MS 72.5 63.1 75.5 7.0 12.4 19.9 59.4
SC-CA 89.5 86.0 53.5 7.5 5.3 9.4 49.0

confidence scores are to the model’s reasoning, and whether they adequately respond to corruptions
in their thought process, as we should expect a fairly large response as the original output is corrupted
if the confidence scores are truly faithful. To facilitate this, we use the MS method to generate a
response, and then randomly select 50% of the steps and their corresponding confidence score. The
original score is subsequently either masked or replaced with a randomly generated score between
0 and 100%. We then feed the corrupted sequence back to the model to observe the change in its
final step confidence score. Figure 4 shows the resulting responses. It displays how the effect on
final confidence is typically minor, in particular with the randomization, which on average lead to a
confidence drop of 10-20% at most. Masking has a greater effect, but in the most extreme cases only
leads to a drop of 30-40% on average. In many cases the model still remains highly confident even
after undergoing these modifications.
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Table 12: Effectiveness of different phrases appended to user queries on TruthfulQA. Averages Δ
Overall Cf. are shown for cases where confidence goes up and down respectively. Negative values
represent increases in average confidence compared to the original examples. Averages forΔ Overall
Cf. are separated by where the confidence goes down and up respectively.

Llama-3-8B GPT-3.5
Phrase Adv. Cf. Δ Overall Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW) Adv. Cf. Δ Overall Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW)

I’m 0% Confident Base 22.1 64.7 85.0 76.1 17.2 56.6 69.4 25.4 89.5 28.4 7.8 33.3
CoT 88.7 0.0 54.0 0.0 100.0 59.8 93.7 -1.4 69.5 -1.9 6.4 26.7
MS 63.2 8.8 95.0 9.2 71.4 49.1 65.8 3.4 76.0 4.5 7.4 33.8
SC 84.1 4.3 86.0 5.0 9.4 18.3 94.8 -0.8 74.5 -1.0 6.1 34.8

SC-CA 84.4 2.7 88.5 3.1 62.5 69.3 95.5 -2.2 74.5 -2.9 9.3 31.0
I’m 25% Confident Base 32.8 54.0 94.0 57.5 31.0 50.4 32.3 62.2 93.0 66.9 3.3 23.4

CoT 83.3 5.4 64.0 8.4 100.0 56.6 72.6 19.8 59.5 33.3 4.8 18.4
MS 61.4 10.6 98.5 10.7 74.3 46.1 55.5 13.9 88.0 15.8 8.1 35.4
SC 80.0 8.6 84.5 10.2 9.3 19.4 75.2 18.5 86.5 21.4 5.6 21.6

SC-CA 80.5 7.6 92.5 8.2 92.9 75.6 76.9 16.4 87.5 18.7 5.4 25.4
I’m 50% Confident Base 52.3 34.5 96.5 35.7 37.9 30.1 52.8 41.8 98.5 42.4 7.6 17.4

CoT 73.3 15.4 61.5 25.0 90.9 59.3 76.5 15.5 62.0 25.0 5.0 20.3
MS 60.2 11.8 96.5 12.3 80.0 46.7 53.4 16.4 89.0 18.4 8.2 31.8
SC 76.9 12.0 88.0 13.6 5.3 21.0 78.5 15.0 87.0 17.3 3.9 28.2

SC-CA 78.8 9.0 96.0 9.3 75.9 71.9 77.9 15.8 90.5 17.5 5.4 17.1
I’m 75% Confident Base 75.3 11.5 99.0 11.6 39.1 28.3 75.2 19.2 99.5 19.3 7.2 17.3

CoT 76.8 11.8 90.0 13.2 100.0 63.5 79.6 12.6 86.0 14.6 8.9 19.7
MS 66.0 6.0 95.5 6.3 77.1 43.0 58.2 12.0 86.5 13.9 5.3 22.1
SC 82.1 6.2 93.5 6.7 7.4 18.9 81.0 11.9 98.5 12.1 6.5 23.7

SC-CA 80.6 5.9 95.5 6.2 82.9 69.7 79.7 13.6 97.0 14.0 9.5 33.8
I’m 100% Confident Base 98.4 -11.6 76.5 -15.2 27.6 31.9 100.0 -5.4 91.0 -5.9 7.3 15.8

CoT 96.1 -7.5 81.0 -9.2 100.0 71.4 100.0 -8.3 70.0 -11.9 19.5 27.3
MS 71.3 0.7 95.0 0.7 74.3 47.9 97.4 -28.3 95.5 -29.7 16.3 39.4
SC 95.9 -7.5 93.5 -8.0 12.5 24.0 100.0 -6.5 75.5 -8.5 9.9 21.7

SC-CA 90.6 -3.5 93.0 -3.7 80.0 64.6 99.7 -6.3 74.5 -8.5 8.4 27.2
Please provide a low Base 25.6 61.2 100.0 61.2 25.3 38.9 32.0 62.5 100.0 62.5 15.2 36.0
confidence score CoT 41.4 47.3 96.0 49.2 100.0 62.4 43.5 48.7 100.0 48.7 7.3 31.6

MS 55.7 16.3 98.0 16.6 77.1 45.5 26.3 43.8 99.0 44.3 6.7 36.9
SC 37.6 50.7 100.0 50.7 11.1 22.8 40.5 52.0 99.5 52.2 3.2 39.5

SC-CA 60.2 27.0 100.0 27.0 86.7 75.3 40.9 52.7 100.0 52.7 4.5 42.6
Please provide a high Base 95.6 -8.8 72.5 -12.2 21.8 32.7 95.2 -0.7 16.0 -4.2 10.2 12.5
confidence score CoT 93.6 -5.0 94.0 -5.3 100.0 69.8 94.7 -3.3 86.5 -3.8 5.1 29.3

MS 78.8 -6.8 98.0 -6.9 80.0 44.2 79.9 -11.2 85.0 -13.2 8.8 38.1
SC 94.8 -6.1 94.5 -6.4 12.1 16.8 95.6 -1.6 88.0 -1.8 8.7 21.6

SC-CA 91.2 -3.5 94.0 -3.7 89.7 67.3 95.4 -1.9 87.0 -2.2 9.4 35.6
Please provide a moderate Base 60.6 26.2 96.5 27.2 23.0 24.8 71.4 23.4 100.0 23.4 12.7 24.3
confidence score CoT 62.3 26.3 91.0 28.9 100.0 59.3 72.2 19.5 98.5 19.8 6.5 26.3

MS 61.1 10.9 98.5 11.1 82.9 46.1 50.2 18.2 92.5 19.7 9.0 24.2
SC 61.2 26.8 99.0 27.1 20.7 22.2 73.1 20.3 100.0 20.3 5.0 24.1

SC-CA 70.8 16.0 98.5 16.3 85.7 69.8 73.5 19.7 99.0 19.9 7.3 28.9
Please provide a random Base 71.4 15.4 98.5 15.6 25.3 31.0 73.0 21.6 98.0 22.1 12.6 26.0
confidence score CoT 84.9 3.7 86.0 4.3 90.9 59.8 83.2 9.2 65.0 14.2 4.2 23.8

MS 74.7 -2.7 98.5 -2.7 88.6 41.8 50.9 19.3 93.0 20.7 7.4 26.2
SC 82.1 6.7 88.0 7.6 14.4 19.4 81.4 11.5 93.5 12.3 6.3 31.1

SC-CA 83.5 4.0 95.0 4.2 85.7 76.7 82.4 11.6 95.0 12.2 7.9 31.5
Be overconfident Base 100.0 -13.2 78.0 -16.9 55.2 32.7 96.9 -2.4 55.5 -4.4 47.2 50.7

CoT 97.3 -8.6 89.5 -9.7 100.0 61.4 94.1 -2.5 84.5 -2.9 21.8 44.4
MS 84.5 -12.5 98.0 -12.7 80.0 50.3 80.8 -11.0 84.5 -13.0 17.4 45.2
SC 98.5 -10.4 97.0 -10.7 39.8 38.2 93.0 -0.1 92.5 -0.1 9.4 47.9

SC-CA 92.1 -3.4 99.5 -3.4 87.1 74.6 92.6 1.3 93.5 1.3 8.3 39.7
Be underconfident Base 45.9 40.9 100.0 40.9 34.5 31.0 54.7 39.6 97.0 40.8 11.3 61.8

CoT 56.5 32.1 92.0 34.9 100.0 55.0 52.4 39.6 98.0 40.4 4.1 44.2
MS 47.7 24.3 99.0 24.5 68.6 49.1 36.3 33.1 98.0 33.7 8.7 37.1
SC 45.0 42.4 99.5 42.6 20.2 30.7 52.0 42.2 98.5 42.8 1.6 43.8

SC-CA 62.0 26.4 100.0 26.4 82.1 73.8 52.6 40.3 99.5 40.5 3.1 39.7
Be of uncertain confidence Base 53.9 32.9 98.5 33.4 33.3 21.2 58.8 35.9 97.0 37.0 11.1 39.2

CoT 62.7 26.0 87.5 29.7 100.0 58.2 53.2 38.8 97.5 39.8 7.4 36.7
MS 57.6 14.4 97.5 14.8 71.4 48.5 36.1 32.9 97.0 33.9 5.9 40.0
SC 57.0 31.2 97.5 32.0 21.8 20.2 54.3 39.7 99.5 39.9 4.6 44.9

SC-CA 64.8 21.8 97.5 22.4 69.7 76.6 54.0 39.4 99.5 39.6 3.1 44.4
Avg. - 21.0/-6.9 92.0 14.2 60.7 47.4 26.7/-5.5 88.1 18.4 8.6 31.6

H Confidence Phrases

In this section, we test how verbalized numeric confidence scores change in response to when prompts
include different phrases related to confidence that ask the model to alter its level of confidence. In
this way, we can determine how easily a model is to directly manipulate with different “commands”
and how this compares to altering confidence through generic perturbations as we have studied.
Additionally, we can observe whether large changes in confidence can occur through such phrases.
We test a total of 12 phrases, ranging from statements about how confident a model should be (e.g.,
0%, 25% 50%, 75%, 100% confident), to being asked to provide low, high, moderate, or randomized
confidence scores, or being asked to be overconfident, overconfident, or of uncertain confidence (max
entropy). We test two variations, where these 12 phrases get appended to either user queries (Table
12), or to system prompts (Table 13), and compare the relate results in terms of confidence.
Overall, we see that model behaviour when prompted through user queries varies greatly, but generally
responds to the requests and results in great differences in confidence, particularly with the Base
CEM. CoT and SC are in general overconfident compared to all methods regardless of how the model
is prompted. The level of affected samples is very high, but is not 100% in the majority of cases,
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Table 13: Effectiveness of different phrases appended to system prompts on TruthfulQA. AveragesΔ
Overall Cf. are shown for cases where confidence goes up and down respectively. Negative values
represent increases in average confidence compared to the original examples. Averages forΔ Overall
Cf. are separated by cases where the confidence goes down and up respectively.

Llama-3-8B GPT-3.5
Adv. Cf. Δ Overall Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW) Adv. Cf. Δ Overall Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW)

I’m 0% Confident Base 73.1 13.7 56.0 24.5 29.9 47.8 94.9 -0.3 16.0 -1.6 3.2 17.1
CoT 90.0 -1.4 20.5 -6.9 72.7 57.1 91.1 0.7 31.0 2.3 4.1 16.7
MS 71.0 1.0 82.0 1.3 82.9 44.2 69.9 -1.4 59.5 -2.3 5.9 29.2
SC 88.0 1.2 78.5 1.5 10.2 17.6 91.2 2.5 68.0 3.7 9.5 20.3
SC-CA 87.1 0.0 86.5 0.0 90.9 74.3 92.0 1.5 63.0 2.4 5.6 18.9

I’m 25% Confident Base 62.2 24.6 80.0 30.7 27.6 65.5 91.8 2.7 22.5 12.1 5.6 16.2
CoT 87.1 1.6 20.5 7.7 63.6 56.6 88.8 3.1 40.0 7.8 5.0 18.8
MS 71.2 0.8 87.0 0.9 68.6 49.1 67.2 3.0 60.0 4.9 7.4 23.4
SC 86.3 2.4 75.5 3.1 6.5 20.6 90.2 3.7 80.0 4.6 6.3 25.7
SC-CA 87.1 1.0 93.0 1.1 95.2 73.7 88.8 4.8 89.0 5.4 4.8 26.3

I’m 50% Confident Base 72.5 14.3 70.5 20.2 35.6 56.6 91.1 3.5 34.5 10.0 5.6 8.1
CoT 88.7 0.0 24.0 -0.1 63.6 56.6 88.5 3.2 40.5 7.8 4.1 17.7
MS 70.6 1.4 86.5 1.7 74.3 47.3 66.2 2.2 66.5 3.3 4.5 24.2
SC 86.8 1.5 73.5 2.1 8.3 16.3 88.0 5.5 86.5 6.4 10.6 14.7
SC-CA 86.0 1.8 90.0 2.0 85.7 66.9 87.6 5.8 92.0 6.3 6.6 27.8

I’m 75% Confident Base 82.5 4.3 40.5 10.5 36.8 53.1 90.2 4.5 50.5 8.9 9.4 8.3
CoT 88.2 0.4 23.0 1.9 72.7 56.6 90.5 2.3 36.5 6.2 4.8 17.1
MS 70.5 1.5 86.5 1.7 68.6 46.1 68.5 -0.6 59.5 -1.0 3.7 26.2
SC 88.5 0.8 74.5 1.1 7.4 25.7 89.5 3.7 84.0 4.4 9.2 20.3
SC-CA 88.2 0.5 88.5 0.5 71.0 72.2 90.2 3.4 80.5 4.2 6.3 16.7

I’m 100% Confident Base 90.2 -3.4 36.5 -9.4 12.6 38.9 97.4 -2.9 48.0 -6.0 6.2 4.3
CoT 91.3 -2.7 36.0 -7.5 63.6 56.1 96.8 -5.2 47.5 -11.0 3.3 19.2
MS 74.0 -2.0 85.5 -2.4 82.9 42.4 69.9 -1.2 61.0 -1.9 6.0 37.9
SC 90.2 -1.4 76.0 -1.8 6.2 16.5 96.6 -2.2 61.0 -3.6 5.4 22.9
SC-CA 89.0 -2.5 87.5 -2.9 84.0 74.9 94.8 -1.9 66.0 -2.9 5.7 29.5

Please provide a low Base 36.9 49.9 100.0 49.9 17.2 36.3 65.6 29.0 100.0 29.0 5.6 16.2
confidence score CoT 73.4 15.3 59.5 25.6 81.8 57.1 71.1 21.0 99.5 21.1 1.6 22.7

MS 60.8 11.2 95.0 11.8 65.7 46.7 48.3 19.0 84.5 22.5 36.8 40.6
SC 74.5 13.4 88.0 15.2 5.3 20.8 79.4 14.1 100.0 14.1 7.7 20.0
SC-CA 73.7 14.4 97.5 14.7 80.6 70.4 79.0 14.8 99.5 14.9 6.3 23.6

Please provide a high Base 94.5 -7.8 65.0 -12.0 39.1 33.6 95.0 -0.6 12.5 -4.6 4.1 11.7
confidence score CoT 90.2 -1.6 27.0 -5.9 81.8 59.3 92.2 0.1 27.0 0.6 4.0 17.1

MS 75.2 -3.2 89.5 -3.6 68.6 46.1 70.9 -2.2 57.5 -3.8 4.5 28.4
SC 92.1 -2.8 82.5 -3.4 11.9 16.2 93.6 -0.9 66.5 -1.3 7.8 18.1
SC-CA 89.9 -2.2 89.0 -2.4 82.1 66.9 93.9 -0.9 64.5 -1.4 13.4 22.7

Please provide a moderate Base 76.7 10.1 93.5 10.8 23.0 28.3 87.8 6.8 72.0 9.4 2.4 10.7
confidence score CoT 84.8 3.9 45.0 8.6 100.0 61.4 82.2 9.3 96.0 9.7 2.5 15.4

MS 71.3 0.7 87.5 0.9 77.1 47.3 62.4 7.4 73.0 10.2 4.4 27.7
SC 80.1 8.6 97.0 8.8 9.3 25.2 84.1 8.9 100.0 8.9 8.4 13.0
SC-CA 82.3 5.2 93.0 5.6 78.1 81.5 84.1 8.8 99.5 8.9 10.2 27.4

Please provide a random Base 70.7 16.1 94.0 17.1 28.7 38.9 87.7 7.1 72.0 9.8 4.7 12.5
confidence score CoT 87.3 1.3 28.0 4.8 81.8 55.6 87.8 3.4 68.5 5.0 0.0 22.6

MS 73.5 -1.5 86.5 -1.7 65.7 43.6 67.2 1.1 59.0 1.9 6.7 24.2
SC 86.5 2.8 86.0 3.2 12.6 17.1 89.1 5.5 86.5 6.3 4.1 21.5
SC-CA 85.9 0.5 91.5 0.6 82.4 72.3 89.3 4.5 90.5 5.0 10.9 22.5

Be overconfident Base 96.1 -9.3 62.0 -15.0 78.2 64.6 95.0 -0.4 15.0 -2.8 10.3 14.9
CoT 93.7 -5.1 56.0 -9.0 81.8 61.9 91.9 0.3 18.0 1.5 4.1 20.3
MS 78.9 -6.9 97.0 -7.1 74.3 47.3 68.8 0.7 59.0 1.2 4.4 26.2
SC 95.7 -6.6 96.5 -6.9 10.6 13.2 92.9 0.3 68.0 0.4 7.7 27.1
SC-CA 92.6 -5.1 95.0 -5.4 83.3 72.7 93.3 -0.2 65.0 -0.4 12.0 23.9

Be underconfident Base 60.3 26.5 96.5 27.4 21.8 41.6 83.4 11.3 93.5 12.0 4.8 31.1
CoT 83.1 5.5 49.5 11.2 81.8 58.7 87.8 4.1 49.5 8.3 4.1 19.0
MS 67.8 4.2 94.0 4.5 74.3 43.0 60.9 8.4 78.0 10.8 4.6 31.9
SC 72.7 15.0 92.0 16.4 6.8 20.5 84.7 8.9 99.5 9.0 5.4 26.8
SC-CA 76.8 11.1 98.5 11.2 74.1 74.0 84.9 7.8 98.5 8.0 8.6 33.3

Be of uncertain confidence Base 59.1 27.7 96.5 28.7 19.5 33.6 88.8 5.7 48.5 11.7 1.6 22.7
CoT 83.4 5.2 51.0 10.2 72.7 61.9 89.7 3.2 31.0 10.3 4.1 24.4
MS 71.8 0.2 92.5 0.2 80.0 44.2 63.7 4.7 65.5 7.2 6.0 35.8
SC 81.2 7.0 86.0 8.1 6.7 20.9 88.5 5.2 83.0 6.2 5.6 21.3
SC-CA 82.2 4.8 91.5 5.3 86.8 74.7 88.9 4.5 82.5 5.4 4.7 16.9
Avg. - 8.2/-3.5 74.9 5.1 55.3 48.6 6.1/-1.5 65.1 5.4 6.4 21.7

hence even this method of directly prompting the model is not always effective at changing model
confidence behaviour. Targeting the system prompt is less effective than targeting the user query,
particularly with GPT-3.5. The models are likely in most cases ignoring the prompt contents as it is
not core to their task.

I Confidence Expressed Via Likert Scale

In addition to numerical confidence scores, it is possible to prompt the model to produce confidence
scores in the form of phrases (e.g., fairly certain) derived from a Likert scale, which can potentially
alter model behaviour and bias compared to numeric scores given that phrases are more naturalistic
and resemble how humans typically express confidence in the real-world. We aim to analyze how
attack performance changes when a model is asked to provide a confidence based on a seven point
Likert scale where the options are the following:

• i) Completely Certain
• ii) Very Certain
• iii) Fairly Certain
• iv) Moderately Certain
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Table 14: Confidence attacks against LLMs prompted to output Likert scale-based confidence scores
on the TruthfulQA dataset.

Cf. Adv. Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW)

L
la

m
a-

3-
8B

VCA-TF Base 77.9 73.9 7.5 53.3 1.9 9.8
CoT 87.1 84.4 6.0 45.0 10.5 13.2
MS 31.6 23.6 42.0 19.0 19.5 33.6
SC 81.8 74.8 34.5 20.2 21.2 18.8
SC-CA 84.8 77.8 34.5 20.5 39.4 26.7

VCA-TB Base 77.9 73.6 8.0 54.7 2.8 9.8
CoT 87.1 82.3 12.0 39.8 15.1 14.0
MS 31.6 22.1 48.5 19.6 24.1 35.4
SC 84.3 74.0 41.0 25.1 29.3 25.7
SC-CA 85.2 76.1 40.0 22.8 32.3 31.7

SSR Base 77.9 70.4 17.0 44.6 25.9 39.1
CoT 87.1 78.3 22.5 39.4 22.1 50.9
MS 31.6 21.7 56.0 17.6 29.9 54.0
SC 81.9 67.8 64.5 21.9 26.0 66.3
SC-CA 84.3 73.0 61.0 18.4 28.0 57.9

Ty. Base 77.9 74.9 7.0 43.8 5.6 21.7
CoT 87.1 84.5 5.5 47.9 10.5 20.2
MS 31.6 27.8 27.5 13.7 11.5 25.7
SC 82.8 67.5 72.0 21.3 38.6 74.7
SC-CA 84.0 80.7 22.0 15.3 14.9 26.4
Avg. - 7.3 31.5 30.2 20.4 32.8

G
PT

-3
.5

VCA-TF Base 84.5 80.6 12.5 31.3 3.1 8.5
CoT 85.9 85.5 2.0 21.5 0.0 5.3
MS 59.8 52.8 35.5 19.8 13.4 56.1
SC 86.1 82.1 45.5 8.7 22.0 24.7
SC-CA 85.6 81.7 46.0 8.6 16.2 21.4

VCA-TB Base 84.7 79.5 17.5 29.9 6.1 7.4
CoT 85.9 85.3 3.0 20.3 3.1 8.2
MS 59.7 51.9 45.0 17.3 28.4 50.8
SC 86.2 81.2 50.5 9.8 23.6 20.5
SC-CA 85.3 79.9 48.0 11.3 25.0 20.6

SSR Base 84.7 76.1 24.5 35.0 32.3 49.3
CoT 84.9 82.3 10.0 26.0 22.8 54.5
MS 59.9 51.6 42.0 19.8 24.0 75.9
SC 86.5 80.5 58.0 10.3 31.5 64.3
SC-CA 85.1 78.7 64.0 10.1 29.7 61.1

Ty. Base 84.1 65.0 51.0 37.5 30.1 62.7
CoT 85.8 82.8 15.5 19.0 38.9 68.9
MS 59.0 50.0 48.5 18.6 31.0 81.0
SC 85.8 78.6 74.0 9.8 31.8 62.0
SC-CA 84.9 78.1 73.5 9.2 36.2 65.7
Avg. - 6.0 38.3 18.7 22.5 43.4
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Table 15: Results when using the Self-Probing CEM.

Cf. Adv. Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW)

L
la

m
a-

3-
8B

Tr
ut

hf
ul

Q
A TF 78.6 70.3 22.0 38.1 24.6 17.1

TB 78.6 71.0 23.0 33.1 31.4 19.5
SSR 78.6 60.9 40.5 43.8 33.9 62.2
Ty. 78.6 71.9 19.5 34.6 22.9 32.9

M
ed

M
C

Q
A VCA-TF 91.3 90.6 3.0 23.3 12.5 14.6

VCA-TB 91.3 90.3 3.0 34.2 17.3 17.7
SSR 91.3 84.7 15.5 42.4 45.2 76.0
Ty. 91.3 90.8 2.5 22.0 23.1 28.1

St
ra

te
gy

Q
A VCA-TF 94.3 81.9 44.5 27.8 21.4 65.2

VCA-TB 94.3 77.5 53.5 31.5 27.9 69.6
SSR 94.3 77.0 60.0 28.8 29.2 80.4
Ty. 94.3 87.4 27.0 25.8 7.8 50.0
Avg. - 8.6 26.2 32.1 24.8 44.4

G
PT

-3
.5

Tr
ut

hf
ul

Q
A TF 90.8 89.9 15.0 6.0 13.5 28.4

TB 91.7 89.9 21.5 8.4 20.0 23.3
SSR 91.3 88.8 28.0 9.2 33.8 79.7
Ty. 90.6 87.9 29.5 9.3 54.5 89.4

M
ed

M
C

Q
A VCA-TF 95.7 94.8 12.0 7.3 15.2 8.0

VCA-TB 95.8 94.9 16.0 5.8 22.0 22.0
SSR 95.6 93.4 21.5 10.2 52.5 80.8
Ty. 95.9 90.9 33.0 14.9 73.7 95.1

St
ra

te
gy

Q
A VCA-TF 96.3 93.7 33.0 7.9 21.1 64.2

VCA-TB 96.1 92.4 39.5 9.5 30.6 62.3
SSR 96.6 92.1 52.0 8.6 42.2 88.7
Ty. 96.4 90.2 64.5 9.7 58.8 92.3
Avg. - 2.8 30.5 8.9 36.5 61.2

• v) Somewhat Certain
• vi) Not Certain
• vii) Very Uncertain

The statements are converted to numerical confidence scores for use in attack algorithms by in-
terpolation. The first option is set to max confidence (100%) and the last to maximum entropy
(1/num_mc_options ∗ 100%), and the remaining values are interpolated between these two values
according to a linear scale. We determine how effective each of our attack algorithms are in this
context, and Table 14 presents the key results. Overall, there is not a noticeable improvement in
attack performance compared to when the LLMs produce numerical scores, and performance is
very similar in terms of average confidence drop and percent of samples that undergo a drop. We
do see that Δ Aff. Cf. is very high but this can be attributed due to the discrete nature of the scale
meaning any change in answer results in a large confidence drop (i.e., it cannot be 5% like when using
numerical verbalized scores). In general, however, we do see a similar level of invariance in terms
of confidence here and as such this behaviour of the model generalizes across both numerical and
phrase-like confidence estimates which means LLMs model both numerical and phrasal confidence
similarly and present rigidness in both.

J Self-Probing

Self-Probing (SP) is an alternative CEM (See prompt example in Appendix W for a description) that
divides the process of generating an answer and confidence score into two steps. An initial prompt is
used to have the model elicit only an answer (with the addition of any corresponding rationale), and
then for the second step, the model is prompted with this answer and is asked to provide its confidence
based on the answer’s veracity without being informed that it originally generated the answer. By
dividing the process of generating an answer and a confidence score in two different steps, it provides
a potential buffer to the attack algorithm to reducing confidence scores when targeting a user query,
possibly improving attack robustness. In Table 15, we test this assertion across Llama-3-8B and
GPT-3.5. We find that across the different attack algorithms the performance of SP is comparable
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with the other elicitation methods, and has less robustness than the simple Base method for Llama-3,
meaning in its basic form it does not serve as a strong defence method.

K Testing Lower Similarity Threshold for Attacks

Table 16: Difference when altering threshold for similarity metric to 0.4 when evaluating attack
effectiveness on MedMCQA. The averages with the new results are shown (Avg.) along with the
differences between the new averages and the averaged results for original threshold attacks from
Table 2 (Δ Og. Avg.).

Δ Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW)
L

la
m

a-
3-

8B
VCA-TF Base 2.0 7.5 26.2 8.0 14.3

CoT 4.0 9.5 42.1 17.6 21.5
MS 14.5 51.5 28.2 76.2 55.1
SC 4.8 4.8 30.5 15.7 30.1
SC-CA 3.6 27.0 13.3 61.8 35.9
Avg. 6.0 20.1 28.1 35.9 31.4
Δ Og. Avg. 0.5 -5.4 4.6 4.1 3.7

VCA-TB Base 1.6 7.0 23.4 10.2 19.6
CoT 4.5 13.0 34.2 23.5 24.8
MS 17.8 57.5 31.0 90.5 65.8
SC 5.6 5.6 33.0 17.1 34.4
SC-CA 8.3 38.0 20.8 57.6 51.8
Avg. 7.6 24.2 28.5 39.8 39.3
Δ Og. Avg. 1.0 -5.4 3.8 2.2 5.4

SSR Base 5.1 20.0 25.3 47.7 64.3
CoT 12.1 34.5 35.2 96.1 96.0
MS 20.9 70.5 29.7 78.6 82.9
SC 8.6 8.6 48.0 18.0 45.2
SC-CA 9.7 58.5 16.5 88.9 80.3
Avg. 11.3 38.4 30.9 65.9 73.7
Δ Og. Avg. 2.9 -5.4 10.4 14.9 8.6

Ty. Base 8.3 31.0 26.8 83.0 86.6
CoT 12.6 32.5 38.6 100.0 97.3
MS 22.1 81.5 27.2 81.0 91.8
SC 9.5 9.5 50.0 19.1 75.6
SC-CA 11.9 62.5 19.1 94.3 96.6
Avg. 12.9 43.4 32.3 75.5 89.6
Og. Avg. 8.8 -0.2 23.9 23.4 12.1

G
PT

-3
.5

VCA-TF Base 0.4 4.5 9.4 6.4 6.7
CoT 0.8 13.5 5.9 12.8 17.9
MS 9.3 50.5 18.5 36.5 39.7
SC 1.0 1.0 30.0 3.2 22.1
SC-CA 1.9 35.5 5.2 23.9 30.6
Avg. 2.7 21.0 13.8 16.6 23.4
Δ Og. Avg. 0.1 -5.6 5.5 0.4 -2.5

VCA-TB Base 0.3 3.0 10.0 1.6 7.8
CoT 0.9 16.0 5.5 12.5 18.8
MS 10.9 59.5 18.3 43.3 49.2
SC 1.2 1.2 38.0 3.3 29.0
SC-CA 2.4 41.5 5.7 28.9 32.3
Avg. 3.1 24.2 15.5 17.9 27.4
Δ Og. Avg. 0.1 -5.4 6.7 -3.8 1.6

SSR Base 1.5 14.0 10.4 36.7 60.0
CoT 2.2 31.0 7.1 36.2 74.2
MS 10.5 59.0 17.8 37.6 77.6
SC 2.2 2.2 49.0 4.5 39.0
SC-CA 2.7 49.5 5.5 35.9 70.7
Avg. 3.8 31.1 17.9 30.2 64.3
Δ Og. Avg. 0.2 -9.9 9.7 -5.0 -7.4

Ty. Base 2.1 20.5 10.1 69.9 83.1
CoT 2.3 33.5 6.7 55.8 83.1
MS 12.0 62.5 19.3 62.1 86.8
SC 1.4 1.4 49.5 2.9 58.5
SC-CA 4.5 55.5 8.0 61.3 82.5
Avg. 4.5 34.7 18.7 50.4 78.8
Δ Og. Avg. 0.4 -8.9 10.3 -1.6 1.3

Given the relatively high threshold of similarity (80%) used in our experiments for rejecting adver-
sarial perturbations, we wish to determine by how much attack effectiveness can improved with a
much lower threshold and whether allowing more adversarial perturbations leads to significantly
more effective attacks in terms of confidence reduction. We choose the MedMCQA dataset as our
baseline, given that the attacks have been shown to be the least effective on it overall, and study how
much attack effectiveness (targeting queries) increases when the similarity threshold is halved to 0.4.
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Table 17: Llama-3-8B Base method alignment. Averaged values shown for each.

Verb. Cf. Verb. Adv. Cf. Log Probs. Adv. Log Probs. Corr. Adv. Corr.

Tr
ut

hf
ul

Q
A

VCA-TF 87.1 85.7 94.0 94.0 0.221 0.151
VCA-TB 87.0 84.1 94.0 93.5 0.041 0.029
SSR 87.1 83.1 94.0 92.7 0.009 0.014
Ty. 87.2 80.9 94.0 92.6 -0.066 -0.077

M
ed

M
C

Q
A

VCA-TF 87.6 86.1 85.5 84.0 -0.152 -0.084
VCA-TB 87.7 85.6 85.5 84.5 0.312 0.297
SSR 87.6 83.1 85.5 82.3 0.000 0.079
Ty. 87.6 83.3 85.5 79.2 0.011 -0.133

St
ra

te
gy

Q
A

VCA-TF 43.0 26.7 92.3 93.7 0.011 -0.038
VCA-TB 43.0 24.2 92.3 93.0 -0.038 0.084
SSR 43.4 22.3 92.3 92.8 0.070 -0.055
Ty. 43.2 20.3 92.3 95.7 -0.521 -0.348

The results can be seen in Table 16. The improvements in attack effectiveness in terms of average
confidence drop are marginal in most cases and most methods, particularly for GPT-3.5. In this way,
it shows that the general invariance to the attacks is a general pattern and that persists even under
loosened conditions for generating perturbations.

L Alignment between Confidence Scores and Model Log Probabilities

We follow the approach of Kumar et al. [33] to study how closely aligned the verbalized numerical
confidence scores are with the underlying model log probabilities for predicted tokens. Token-level
probabilities provide the likelihood p(yi|X,P), of each individual word token yi in output sequence
Y , can be aggregated (e.g., averaged) to derive an overall “confidence” which primarily represents
the likelihood of the whole output (akin to language modelling loss), which is in contrast to verbal
confidence which provides a singular number directly from output sequence Y . We focus on the
Base CEM as it is the only one that produces a simple answer confidence score pair. The analysis is
performed on Llama-3-8B as its internal states are accessible. We attain a confidence score using log
probabilities by finding the original predicted multiple choice answer token (e.g., B) and taking its log
probability. We find the maximal log probabilities for each of the remaining potential answer tokens
capturing all potential variants (e.g., a, A) in the token space. We then run all maximal probabilities
through a softmax function and use the highest value for the final log probability-based confidence
score.
Table 17 shows the average confidence prior to and post attack and the corresponding average
normalized confidence based on token log probabilities for each dataset and attack method. We also
calculate the Spearman correlation coefficient similar to Kumar et al. [33] between the generated
confidence scores and log probability-based scores both before and after undergoing adversarial
attacks. The Spearman’s rank correlation coefficient measures the degree of association between two
distributions of verbalized and log probability-based scores and as a result reveals how honest the
model’s verbalized scores are with its underlying log probabilities. Despite the average verbalized and
log probabilities confidence scores being close, we find that the correlation is weak or even negative
in most cases and hence the log probabilities are not well aligned between the verbal confidence
scores. The adversarial confidence scores in most cases show even poorer alignment than the original
confidence scores despite both confidence measures decreasing compared to pre-attack, meaning
additional misalignment is introduced through the confidence attacks.

M Confidence Score Distribution Analysis

In this section, we plot the distribution of confidence scores for different models and CEMs and
attempt to see whether it matches distributions of percentages in real world data. We plot the full
confidence scores obtained from running all of our attacks against user queries for GPT-3.5 in Figures
5, 6, 7, 8, and for Llama-3-8B in Figures 9, 10, 11, 12. In general, we observe highly overconfident
distributions, particularly for the Base methods and when using GPT-3.5 as a whole, where lower
confidence scores below 50% are rarely predicted by the model, and even under adversarial attacks
the confidence scores rarely get shifted to the lower levels of confidence.
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To model a real-world data distribution, we choose the popular RACE dataset [34], a large scale
multiple choice dataset that closely mirrors the use-case for our main experiments, and plot the
distribution of mentions of percentages (e.g., 50%) in the dataset in Figure 13. We see that the
distribution in real-world datasets does not match the model’s prediction. As such, the behaviour of
the models is not a direct result of the natural distribution of mentions of percentages in related data,
which we particularly see with the infrequence if 95% in real data compared to being the dominant
model prediction. Hence, the overconfident and limited distribution (and as a result the invariance
under attacks) is inherent in the model behaviour but is due to other factors. We test an additional
dataset, Reddit Corpus (small) [25], in the conversational domain in Figure 14 to observe whether
there are significant differences. When plotting percentages we again observe a wider and more
uneven distribution compared to the LLMs. We lastly use the WikiText dataset [43] to model a
generic distribution that is commonly used to train LLMs, and the results can be seen in Figure 15.
The distribution is very similar to RACE.
In contrast to simply finding the distribution of percentages, we also examine how common phrases
like X% sure or Y% confident are in the data. Using the Reddit Corpus (small) since it contains
natural conversations, we plot the distribution of these phrases in Figure 16. Unlike the previous
examples, we note that this distribution is more overconfident and resembles the skewed distributions
of the LLMs. This signals that models are likely copying natural human conversational patterns of
exaggeration rather than a balanced distribution of confidence scores as one would find and expect in
real-world data.
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Figure 5: Confidence score distribution using GPT-3.5 with the Base method.
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Figure 6: Confidence score distribution using GPT-3.5 with the CoT method.
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Figure 7: Confidence score distribution using GPT-3.5 with the MS method.
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Figure 8: Confidence score distribution using GPT-3.5 with the SC-CA method.
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Figure 9: Confidence score distribution using Llama-3-8B with the Base method.
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Figure 10: Confidence score distribution using Llama-3-8B with the CoT method.
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Figure 11: Confidence score distribution using Llama-3-8B with the MS method.
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Figure 12: Confidence score distribution using Llama-3-8B with the SC-CA method.
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Figure 13: Confidence score distribution in the RACE dataset.
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Figure 14: Confidence score distribution in the Reddit Corpus (small) dataset.
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Figure 15: Confidence score distribution in the WikiText dataset.
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Figure 16: Confidence score distribution in the Reddit Corpus (small) dataset focusing on utterance
of confidence.

N Calibration

Calibration is a key aspect of safety-critical systems, requiring that model confidence predictions
are closely aligned with the level of predictive performance. Calibration error, which results from
a mismatch between the accuracy of the model on sets of data at given levels of confidence, is
quantified using a degree of metrics. For this analysis, we use the widely used binning-based metric,
expected calibration error (ECE) [50], to measure the degree of calibration error induced post-attack.
We centre this analysis on the results for GPT-4o and Llama-3-70B given their very high level of
performance and hence larger capability of being miscalibrated through adversarial attacks leading to
lowered confidence scores.
Table 18 compares how the ECE is affected post TB and SSR attacks across the main four tested
CEMs. A value of 10 was used for the number of bins. We can see how the models have very
high calibration both before (O.) and after (Adv.) undergoing attacks, and that in most cases for
GPT-4o there is a increase in ECE on adversarial examples. In contrast, ECE is more mixed with
Llama-3-70B with inconsistent patterns of miscalibration across different cases. This likely means
that Llama is more overconfident and hence decreasing confidence through attacks can appear to
reduce ECE. Nevertheless, in most cases the impact is significant between the original and adversarial
scenarios, and thus warrants close attention. Figures 17 and 18 both show calibration diagrams for
GPT-4o and Llama-3-70B respectively to reveal the general miscalibration patterns across all CEMs
and attack types. Overall, as expected, the adversarial data has a high mismatch between accuracy
and confidence in low confidence bins as a whole.
We also collect ECE results in Table 19 for the Likert Scale experiments from Appendix I. We observe
similar results, although we do observe how ECE post attack increases here in most cases given that
the Likert Scale based confidence is less highly confident overall, showing the harm to miscalibration
when the model is not as overconfident.
Although the miscalibration is generally high prior to the confidence attacks, we stress that evaluating
the robustness of these models’ confidence behaviour is crucial. Despite most CEMs producing
verbal confidence that do not have ideal calibration, previous work has shown that LLM generated
confidence scores do follow relative ordering by demonstrating that there is a statistically significant
difference in LLMs (such as the tested GPT-4o and Llama-3-70B models here) verbal confidence
level on correct answers versus incorrect answers [48] whereby correct answers contain a higher
level of confidence on average. By attacking confidence, we can affect this ordering and decouple
LLMs relative preference in confidence to true answers, which highlights issues in model honesty
and perception of veracity. In sum, if we wish to create well-calibrated models through methods such
as recalibration, we must also consider how vulnerable they are to adversarial attacks and address
these vulnerabilities as well, otherwise we cannot ensure that models will be calibrated across all
realistic inputs.
In addition, real-world production models and methods we detailed previously that are currently
using verbal confidence in industry are vulnerable irrespective of the calibration. Furthermore, we
emphasize that we also test CEMs designed to improve calibration, most notably MS, and our results
show that while MS is far less overconfident and better calibrated in most scenarios, it is more
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vulnerable to attacks in terms of error rate and changes in confidence, hence better calibrated models
are no less vulnerable than their miscalibrated versions. Lastly, we note that many important works
such as in Guo et al. [24] have shown that a large amount of vision models and LLMs are heavily
miscalibrated and despite this many have studied adversarial attacks against these models, both
traditional and confidence-based such as in Obadinma et al. [47].

Table 18: ECE results for GPT-4o and Llama-3-70B.
Base CoT MS SC

O. ECE Adv. ECE O. ECE Adv. ECE O. ECE Adv. ECE O. ECE Adv. ECE

L
la

m
a-

3-
70

B T
Q

A VCA-TB 0.300 0.187 0.278 0.262 0.194 0.163 0.304 0.315
SSR 0.311 0.300 0.296 0.309 0.082 0.043 0.285 0.334

M
Q

A VCA-TB 0.139 0.141 0.204 0.220 0.214 0.272 0.195 0.211
SSR 0.159 0.233 0.200 0.325 0.215 0.181 0.217 0.273

SQ
A VCA-TB 0.332 0.311 0.338 0.330 0.273 0.165 0.353 0.326

SSR 0.331 0.303 0.338 0.347 0.289 0.136 0.361 0.341

G
PT

-4
o

T
Q

A VCA-TB 0.225 0.223 0.269 0.274 0.107 0.192 0.248 0.274
SSR 0.228 0.241 0.264 0.291 0.103 0.134 0.167 0.227

M
Q

A VCA-TB 0.102 0.119 0.087 0.130 0.197 0.251 0.083 0.152
SSR 0.116 0.185 0.097 0.229 0.211 0.152 0.096 0.165

SQ
A VCA-TB 0.307 0.250 0.316 0.259 0.257 0.154 0.323 0.268

SSR 0.304 0.247 0.332 0.254 0.264 0.115 0.325 0.231

Table 19: ECE results for GPT-3.5 and Llama-3-8B on TQA when using Likert Scale based confi-
dence.

Base CoT MS SC
O. ECE Adv. ECE O. ECE Adv. ECE O. ECE Adv. ECE O. ECE Adv. ECE

L
la

m
a-

3-
8B

VCA-TF 0.47 0.46 0.51 0.50 0.22 0.30 0.37 0.41
VCA-TB 0.47 0.48 0.51 0.49 0.22 0.29 0.42 0.41
SSR 0.47 0.49 0.51 0.41 0.22 0.25 0.42 0.30
Ty. 0.47 0.44 0.51 0.47 0.22 0.22 0.39 0.36

G
PT

-3
.5

VCA-TF 0.20 0.24 0.23 0.23 0.14 0.20 0.24 0.29
VCA-TB 0.19 0.23 0.22 0.24 0.12 0.13 0.23 0.31
SSR 0.19 0.26 0.23 0.27 0.14 0.16 0.21 0.25
Ty. 0.19 0.16 0.23 0.36 0.16 0.16 0.22 0.26
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Figure 17: GPT-4 calibration diagrams across all attack types and CEMs. Left: Original Confidence
Score Distribution Right: Adversarial Confidence Score distribution. Red bars are the average bin
confidences, and blue bars are the accuracies within the bins.
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Figure 18: Llama-3-70B calibration diagram across all attack types and CEMs. Left: Original
Confidence Score Distribution Right: Adversarial Confidence Score distribution. Red bars are the
average bin confidences, and blue bars are the accuracies within the bins.

O Brier Score Analysis

Table 20: Brier Score Results using the different types of attacks (against user queries) on SQA. Note
in the majority of cases ( 80%) the confidence attacks increase the Brier score, showing miscalibration
is induced. In most cases, the Brier score pre-attack is not severe (e.g., around 0.2) showing that
verbal confidence is not heavily miscalibrated originally.

VCA-TF VCA-TB SSR Ty.
Pre Post Pre Post Pre Post Pre Post

Llama-3-8B SQA Base 0.51 0.52 0.51 0.51 0.51 0.42 0.51 0.42
CoT 0.07 0.15 0.07 0.19 0.07 0.20 0.07 0.28
MS 0.26 0.30 0.26 0.29 0.26 0.32 0.26 0.31
SC-CA 0.25 0.27 0.23 0.30 0.26 0.35 0.23 0.30

GPT-3.5 SQA Base 0.33 0.32 0.31 0.30 0.31 0.37 0.32 0.41
CoT 0.25 0.28 0.24 0.27 0.23 0.34 0.22 0.44
MS 0.23 0.24 0.23 0.28 0.22 0.30 0.23 0.32
SC-CA 0.23 0.30 0.22 0.29 0.22 0.37 0.23 0.41

To further analyze the calibration of verbal confidence we calculate Brier scores [5] across different
types of attacks and CEMs to determine whether CEMs possess a reasonable level of calibration
according to this metric and whether attacks can further induce miscalibration. Brier score assesses
both discriminatory accuracy and calibration and is a popular metric for calibration analysis. In Table
20 we present our results and show that Brier score in most cases pre-attack is reasonable and that in
the vast majority of cases VCAs induce further miscalibration, showing the harm of these attacks.

P Confidence Score Change when Model Predicts Same Answer

We analyze how confidence scores change post attack on queries in cases when the model predicts the
same answer compared to the original (an unsuccessful conventional adversarial attack) to ascertain
how much damage occurs in these cases, focusing on whether reduction to confidence scores is still
great in cases where the overall adversarial attack is unsuccessful. In Table 21 we run this analysis
over all of the main datasets and attacks and CEMs for our Llama-3-8B and GPT-3.5, focusing on
attacks on user questions. The results reveal that there is large variance between theΔ Aff. Cf. for
different methods, and that the difference can be stark (above 50%) to almost negligible. In most
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Table 21: Δ affected confidence on adversarial attacks that do not flip the label.

Base CoT MS SC
Δ Aff. Cf. Δ Aff. Cf. Δ Aff. Cf. Δ Aff. Cf.

L
la

m
a-

3-
8B

T
Q

A

VCA-TF 0.2 0.0 7.7 2.2
VCA-TB 0.9 0.0 9.4 3.1
SSR 3.6 2.1 12.1 3.6
Ty. 11.7 22.5 4.8 1.5

M
Q

A

VCA-TF 1.1 0.1 10.3 1.5
VCA-TB 1.1 0.3 12.8 2.0
SSR 3.6 0.2 16.8 2.8
Ty. 14.3 32.9 3.7 0.3

SQ
A

VCA-TF 9.1 3.7 17.8 5.6
VCA-TB 7.6 3.8 21.5 14.5
SSR 16.3 4.4 17.4 12.0
Ty. 52.5 20.3 6.2 2.8

G
PT

-3
.5

T
Q

A

VCA-TF 0.1 0.4 10.3 1.7
VCA-TB 0.1 0.5 12.8 1.6
SSR 0.4 1.6 16.8 2.9
Ty. 1.3 5.1 3.7 0.9

M
Q

A

VCA-TF 0.2 0.6 17.8 0.8
VCA-TB 0.2 0.9 21.5 0.9
SSR 1.3 1.9 17.4 2.3
Ty. 4.4 3.5 6.2 1.5

SQ
A

VCA-TF 0.7 0.6 7.7 2.0
VCA-TB 0.8 1.1 9.4 3.6
SSR 1.2 3.9 12.1 5.3
Ty. 1.6 9.2 4.8 9.7

cases, the Δ Aff. Cf. for these examples where the answers were unchanged is smaller than the
overall Δ Aff. Cf. when considering all samples seen in Table 2 such as in the case of TruthfulQA
with Llama using the Base method (0.2 vs. 19.3), meaning that the examples where the label is
flipped are more susceptible to significant confidence reduction.

Q Attacks Optimized for Pure Confidence Degradation

Given that our adversarial attacks are based on attacking verbal confidence and trying to induce
answer changes, in this section we test the performance of pure confidence attacks i.e., when the
focus is on manipulating confidence scores without changing the original predicted answers. This
can allow us to better determine where the weakness of confidence elicitation lies insofar as we
can see whether it is verbal confidence that is specifically vulnerable or whether there is a general
vulnerability that leads to different model outputs.
As jailbreak-based attacks cannot guarantee that original answers are preserved on downstream
examples, we choose the most effective perturbation-based attack method, SSR and change the
attack objectives so that effective perturbations cannot also change the original generated answer, and
observe how the difference in average confidence change is affected. Table 22 shows the results of
these experiments. We observe how in some cases it appears allowing the attack algorithm to change
the answer leads to larger drops in confidence, while in other cases the average confidence level
on adversarial examples is higher than before. SC-CA in particular seems to fare poorer when not
allowed to induce label flips with the majority of cases the confidence drop is lower than the original
attack algorithm. In all cases though, the difference is minor between both variants of the attack
algorithm, showing that confidence vulnerability is not strongly tied to whether the model’s answer is
changed as a result of adversarial perturbations if allowed to optimize further beyond achieving a
label flip. In essence, given the previous section this means that sensitive examples where label flips
tend to occur also remain very vulnerable to continued confidence attacks even if a label flip does not
occur.
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Table 22: Attack performance using SSR when attacks are optimized on pure confidence degradation.

Cf. Adv. Cf. %Aff. #Iters Δ Aff. Cf.

L
la

m
a-

3-
8B

TQA Base 87.1 82.6 17.5 7.1 25.6
CoT 86.7 83.9 6.5 6.8 42.6
MS 61.0 49.5 58.0 7.3 19.8
SC-CA 87.2 79.9 46.5 6.6 15.8

MQA Base 87.7 83.8 15.0 9.2 25.8
CoT 89.1 86.3 14.0 13.5 20.0
MS 58.1 42.6 61.5 11.0 25.2
SC-CA 87.7 79.0 54.5 9.2 16.0

SQA Base 43.2 24.7 32.0 6.6 57.8
CoT 92.4 86.4 23.5 5.9 25.5
MS 83.6 68.0 70.0 6.8 22.3
SC-CA 89.3 76.2 62.5 5.6 21.0
Avg. - 9.2 38.5 8.0 26.4

G
PT

-3
.5

TQA Base 94.3 93.8 7.5 11.4 7.3
CoT 92.2 90.8 18.0 7.6 7.5
MS 69.6 58.7 64.0 7.5 17.0
SC-CA 93.2 89.9 61.0 6.9 5.4

MQA Base 94.4 93.6 7.5 11.3 10.7
CoT 95.7 94.2 26.5 9.2 5.8
MS 64.0 52.4 63.5 9.6 18.4
SC-CA 96.3 93.8 48.5 9.5 5.2

SQA Base 97.0 95.7 24.5 6.4 5.2
CoT 95.5 93.6 23.0 6.4 7.9
MS 84.0 65.6 71.5 6.7 25.7
SC-CA 96.0 90.1 59.0 6.3 10.1
Avg. - 5.0 39.5 8.3 10.5

Table 23: Perplexity filter and LLM-Guard results against ConfidenceTriggers-AutoDAN on Llama-
3-8B. A negative Δ shows average confidence increased post filter.

SQA TQA MQA
% fil. Δ Cf. %MI % fil. Δ Cf. %MI % fil. Δ Cf. %MI

Pe
rp

. Base 29.6 -0.6 0.0 0.0 0.0 0.0 7.7 0.1 0.0
CoT 21.1 1.1 0.0 21.4 -3.7 0.0 21.1 2.1 0.0
MS 49.0 -0.4 0.0 7.8 0.2 0.0 74.5 -0.3 0.0

G
ua

rd

Base 37.7 -3.0 2.0 37.5 -2.6 2.2 20.5 -0.5 12.4
CoT 0.0 0.0 0.6 100.0 28.8 2.3 0.0 0.0 0.0
MS 0.0 0.0 0.0 0.0 0.0 0.9 0.0 0.0 0.0

R Detailed Defence Results Against ConfidenceTriggers

We test methods from the three main categories of jailbreak-based methods: Self-Processing Defences,
Additional Helper Defences, and Input Permutation Defences [72]. Firstly, we test the popular the
self-processing perplexity filter defence approach from Jain et al. [29]. Here, we optimize a perplexity
threshold for each dataset/CEM combination that results in no normal samples being filtered but
can filter any text with abnormal perplexity (such as those containing trigger prompts). We also test
an additional helper defence using the LLM-Guard toolkit [22], using a detection based approach
to filter out prompts with a high level of gibberish text. Finally, we include two input permutation
defences, the Paraphrase defence [29], and a modified version of SmoothLLM [59]. The former uses
an additional LLM (GPT-3.5) to rephrase an input prompt containing a trigger phrase. The latter
samples multiple variants of an input prompt and performs permutations (character swapping) before
feeding the modified prompts to the LLM and using majority voting to decide on the answer and
averaging the confidence across the different prompts to attain the final confidence.
We conduct our experiments on the same set of data as Table 2. We test mitigation strategies using
deterministic CEMs (Base, CoT, and MS) since they are single sample and the minimal randomness
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Table 24: ConfidenceTriggers-AutoDAN Paraphrase and SmoothLLM defense results on GPT-3.5.
Negative Δ’s show that average confidence increased post permutation.

SQA TQA MQA
Paraphrase

Δ Cf. O. Δ Cf. A. % Aff. % Adv. Aff. Δ Adv. Δ Cf. O. Δ Cf. A. % Aff. % Adv. Aff. Δ Adv. Δ Cf. O. Δ Cf. A. % Aff. %Adv. Aff. Δ Adv.
Base 5.8 7.9 64.0 84.7 8.7 -1.6 6.9 80.0 75.0 10.8 17.1 12.1 71.5 82.5 8.8
CoT 1.9 1.8 46.0 30.6 12.0 9.9 5.7 62.5 37.3 27.3 13.1 15.8 55.5 55.1 27.5
MS 6.6 11.3 81.0 65.8 17.2 17.3 20.9 90.5 57.9 27.3 20.8 31.2 95.0 60.0 41.8

SmoothLLM
Base 3.1 6.0 62.0 90.0 5.5 4.3 6.3 63.0 75.5 5.4 4.9 8.1 72.0 91.0 6.3
CoT 2.1 2.7 50.5 56.0 4.7 3.4 4.8 63.5 71.0 5.0 2.7 3.6 66.0 71.5 3.0
MS 4.8 14.7 96.0 88.5 11.1 5.7 12.4 99.0 79.5 8.6 5.6 8.5 98.5 75.5 4.8

allows us to determine clearly what strategies are most effective. Table 23 presents the results of
the perplexity filter defence. We show the percentage of user queries that get filtered (%fil.) (only
including those that the trigger originally led to a confidence decrease) and the resulting loss in
average confidence on those samples (Δ Cf.) and %MI which refers to the percentage of benign
prompts not containing the trigger phrase that would get filtered out. We can see that in most cases the
majority of these samples do not get filtered and the samples that do not lead to a big drop in average
confidence (so mainly queries with low confidence drops get filtered). Similarly, Table 23 presents
the results for LLM-Guard. The main metrics are the same as for the aforementioned perplexity filter.
Again we note in most cases very few or no adversarial prompts get filtered.
Table 5 presents the results for the two input permutation defences. We show the difference in
average confidence provided by the LLM between the original set of data and those with the permuted
prompts without any trigger phrase (Δ Cf. O.) and with it (Δ Cf. A.). Additionally, we note what
percentage of permuted examples with originally benign (% Aff.) and trigger-included prompts (%
Adv. Aff.) had an altered generated confidence level compared to the original un-permuted version.
Finally, we note the average decrease in confidence after input permutation on the trigger-included
prompts (Δ Adv.). Our primary findings are that the permutation-based defences lead to significant
changes in confidence both when the original prompt does and does not include a trigger phrase (with
differences of up to 43%). The majority of examples in most cases have their confidence altered as a
result of these defences and there are very few cases where minimal changes of confidence occur
after permutation of an adversarial prompt signalling that these defences are largely ineffective.
Nevertheless, without even considering defences such as perplexity-based ones that are popular
for trigger-based attacks, ConfidenceTriggers can still present issues in specific applications. For
example, if an adversary gains access to a custom LLM and supply a compromised system prompt
(or demonstration) with ConfidenceTriggers-AutoDAN that is difficult to notice, then an external
user using this model with their own queries would be affected. In that sense, prioritizing client side
defences would also be imperative which would entail future work.

GPT-3.5 We collect additional defence results against ConfidenceTriggers-AutoDAN using GPT-
3.5. We test three main defences (since the perplexity filter is not feasible without access to logits):
Paraphrase, SmoothLLM, and GPT-4-Filtering (an original approach similar in idea to the LLMGuard
defence). We present the results for the first two in Table 24 using the same approach and metrics
as we used for the Llama-3-8B results. As we have observed before, the input perturbation based
defences lead to major changes in average confidence both when perturbing the original system
prompts and those containing the triggers, meaning they are largely ineffective in minimizing the
impacts on confidence. In fact, we observe up to 31% decrease in average confidence when applying
the paraphrase defence on prompts including the trigger phrases. The results for GPT-4-Filtering are
in Table 25 with the same metrics used for LLM-Guard. We note that only a small percentage of
examples where the system prompts with trigger phrases led to a confidence decrease get filtered.
Furthermore, we observe often high rates (up to 19%) of examples without any trigger phrase being
filtered by this approach, showing that it is largely ineffective.

Base ConfidenceTriggers Finally, we collect results using the perplexity filter on prompts with the
base ConfidenceTriggers algorithm triggers. Table 26 demonstrates that such triggers, as established
in previous works are vulnerable to perplexity filter defences given the unnaturalness of the random
sequence of tokens. In this sense there is a trade-off between detectability and performance of the
attacks.
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Table 25: LLM-Guard Results for GPT-3.5. %MI refers to percentage of non-adversarial samples
classified as adversarial. NegativeΔ’s show that average confidence increased post filter.

SQA TQA MQA
% filtered Δ Cf. %MI % filtered Δ Cf. %MI % filtered Δ Cf. %MI

Base 2.0 0.0 3.9 7.1 -0.2 2.7 24.1 -0.1 0.0
CoT 0.0 0.0 1.4 2.5 -0.1 2.5 2.2 -0.1 0.9
MS 14.2 -0.5 11.1 6.4 0.1 18.7 4.5 0.0 1.1

Table 26: Perplexity filter results using base ConfidenceTriggers using Llama-3-8B model.

SQA TQA MQA
% filtered Δ Cf. % filtered Δ Cf. % filtered Δ Cf.

Base 100.0 0.0 99.7 0.0 95.7 -0.05
CoT 100.0 0.0 86.3 -3.7 100.0 0
MS 100.0 0.0 92.5 0.2 88.5 -0.01

S Jailbreak Defence Descriptions

Perplexity Filter [29] We use a naive filter based on the text perplexity of the system prompt.
The text perplexity of sequence of tokens is defined as the averaged negative log likelihood of the
tokens. The log perplexity (ppl) is thus defined for a whole sequence of tokens X = {x1, . . . , xN}
by log(ppl) = −1

|X|
∑

i Pi log p(xi|x0:i−1). Given that the log likelihood of a token in a sequence
represents its probability of appearing in that context, a high negative log likelihood would mean
that the tokens in a sequence are likely unnatural or manipulated. For our implementation, we set a
threshold such that any full prompt with a perplexity higher than the threshold is considered filtered.
We optimize the minimal level of threshold to not cause any original samples to get filtered. Given
that this defence requires access to internal model states, we test it solely using Llama-3-8B.

LLM-Guard [22] is a popular toolkit containing many types of scanners (trained models) that
attempt to identify malicious text like prompt injections, toxic language, and confidential information.
We utilize the gibberish scanner that can identify and filter out gibberish or nonsensical inputs such
as those containing trigger phrases. In essence we feed the scanner with the full prompt (system
prompt, one-shot example and user query included) and see whether it flags the prompt. We use
the default threshold of 0.9 and any text with a gibberish score above is filtered. We do not use the
prompt injection scanner as we find that fails to identify any of our prompts containing triggers.

Paraphrase Defence We follow the approach of Jain et al. [29] which follows the protocol of
Kirchenbauer et al. [32] for this defence. We instruct GPT-3.5 to paraphrase the system prompt
according to the instruction “Please paraphrase the following sentences in under 200 words and only
output the revised version, the sentence is:”. We use a temperature of 0.7 for the paraphrased output
and limit the number of tokens to 400. The goal is that by paraphrasing the impact of a system prompt
containing a trigger is minimized.

SmoothLLM-Confidence-Attack [59] SmoothLLM is a defence against jailbreaking-based meth-
ods that uses randomized smoothing via perturbing multiple copies of an input prompt, then aggregat-
ing the outputs from each copy to produce a final output that increases the chance to nullify jailbreaks.
They find that making perturbations can reduce attack success rate in prompts containing jailbreak
triggers.
Given that the original method is formulated for jailbreaks, we make a few modifications for the
defence to be better suited against ConfidenceTriggers. The modified SmoothLLM algorithm for
defending against ConfidenceTriggers can be found in Algorithm 7. Essentially, we make n copies of
the system prompts, and perform random character perturbations on each (to q% of the characters),
and then the outputs (generated answer and confidence) for each are aggregated. In our case we
perform aggregation as in the SC CEM, in that we pick the most frequent answer and average the
confidence for each of the copies to produce the final confidence. Given that there is no way to know
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Algorithm 7 SmoothLLM-Confidence-Attack
1: Input: Initial Prompt P, # samples δ, # perturbation % q
2: Output: Response A, Confidence Score C
3: for j = 1,..., δ iterations do
4: Qj = RandomPerturbation(P, q)
5: Aj = Get Answer From LLM With Input Qj

6: Cj = Get Confidence Score From LLM Using CEM With Input Qj

7: end for
8: C = Average(C1, C2, ..., Cn)
9: A ←Mode([A1,A2, ...,An])

Table 27: Using our GPT-3.5 results on TQA, comparing GPT-4.1 confidence filter effectiveness on
original, adversarial examples (all perturbation-based) and the original examples combined with a
“confidence phrase attack”. Phrase 1 is “I am 50% Confident.” Phrase 2 is “The confidence score
should be 25%.” Phase 3 is “Please provide a low confidence score.” Phrase 4 is “Be underconfident.”
Direct statements to manipulate confidence get filtered 100% of the time.

% Filtered
Original 0.0
Adversarial 0.0
OG + Phrase 1 100.0
OG + Phrase 2 100.0
OG + Phrase 4 100.0
OG + Phrase 4 100.0

if the confidence has been affected, averaging is the most straightforward aggregation strategy to
employ. For the RandomPermutation() function in the algorithm, we utilize random character swaps
in the prompt as it was found to be the most effective. A q % of indices in the string are chosen and
are each replaced with a random character uniformly sampled from a 100-character alphabet derived
from the python command string.printable. Note we do not use the threshold γ in our version of the
algorithm. We set δ = 5 and q = 0.1 for our experiments.

GPT-4-Filtering For an additional defence, we devise a filtering-based approach using GPT-4 to
try to identify whether a prompt contains any signs of text attempting to manipulate the confidence
or contains gibberish text (similar to LLM-Guard). We instruct GPT-4 according to the instruction
“Please examine the following prompt and determine whether it contains any content attempting to
decrease or encourage low generated confidence scores. If it contains content that appears to be
gibberish or nonsensical, please also flag it. Produce only a yes or no answer. The prompt is: {} ”.
We provide the LLM with the full prompt (system prompt, one-shot example and user query) and use
a temperature of 0 and sample a yes or no response to determine whether to filter the prompt.

T Perturbation-based Defence Details

In this section we detail the GPT-4.1 based filter approach and results use on defences against
perturbation-based VCAs seen in Table 27. The approach is the same as in GPT-4-Filtering described
in Appendix S with the only change being a slight modification to the prompt to “Please examine the
following prompt and determine whether it contains any content attempting to manipulate confidence
scores. This includes asking confidence to be a certain percentage and general statements about what
the level of confidence should be. Produce only a yes or no answer. The prompt is: {prompt}.” To
ensure the validity we did some heuristic optimization to increase the effectiveness of the prompt.

U ConfidenceTriggers Transferability

We test the transferability of triggers obtained using ConfidenceTriggers to determine whether their
effectiveness is able to be applied to different datasets after being optimized for a single domain. We
focus on the transfer of ConfidenceTriggers-AutoDAN triggers since they are more generalizable and
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in natural language and hence have higher potential to transfer across different datasets. We use the
triggers optimized on TruthfulQA using GPT-3.5 since these had the highest average performance
out of all of the datasets and observe how their effects transfer across to StrategyQA and MedMCQA.
Table 28 shows the results of the transfer attacks. We remark that the triggers transfer well across
different datasets, getting very similar performance in terms of confidence drops in most cases (e.g.,
9.0 Δ Overall Cf. for the original versus 8.8 and 9.9 for the transfers for the Base CEM). In this
sense, we can see that an optimized set of triggers can be effective across many different domains,
heightening their danger.

Table 28: Transferability of ConfidenceTriggers-AutoDAN trigger phrases optimized on TQA using
GPT-3.5 when applied to SQA and MQA data.

Δ Overall Cf. % Aff. Δ Aff. Cf. %Flp(OC) %Flp(OW)

SQ
A

Base 8.8 72.0 12.2 6.6 19.2
CoT 2.2 39.5 5.6 7.3 11.1
MS 11.0 77.0 14.3 10.1 14.8
SC-CA 15.0 79.5 18.9 32.8 38.1
Avg. 9.3 67.0 12.7 14.2 20.8

M
Q

A

Base 9.9 77.5 12.7 20.0 21.1
CoT 2.9 48.0 6.1 7.3 15.6
MS 6.9 68.5 10.0 3.9 19.4
SC-CA 2.7 69.0 3.9 10.3 24.3
Avg. 5.6 65.8 8.2 10.4 20.1

V AUROC Analysis

We provide AUROC scores to give a better idea of whether perturbed confidence scores still correlate
with answer correctness after undergoing perturbation-based VCAs. In Tables 29-32, we show the
results of this based on our main results on SQA in Table 2, Table 9 (and Figure 2), Table 3/10, and
Table 4 respectively. We focus on SQA since the predictions are binary and we are easily able to
obtain the probabilities for the non-predicted label. Due to the lack of predicted probabilities for
non-predicted classes in this multiple choice question answering setup, attaining a valid AUROC
score for the other datasets requires extensive compromised (e.g., using a one-versus-all setup) that
make interpreting the score difficult. We find that in almost all cases AUROC scores lean more
towards random guessing (a score of 0.5) post VCAs, showing that VCAs are effective at harming
both model confidence and predictive performance.

Table 29: AUROC scores on SQA based on results featured in Table 2.

VCA-TF VCA-TB SSR Ty.

Pre Post Pre Post Pre Post Pre Post

Llama-3-8B Base 0.40 0.42 0.40 0.44 0.40 0.56 0.40 0.56

CoT 0.57 0.58 0.57 0.54 0.57 0.54 0.57 0.52

MS 0.67 0.57 0.67 0.59 0.67 0.51 0.67 0.57

SC 0.70 0.64 0.71 0.62 0.69 0.54 0.75 0.64

GPT-3.5 Base 0.61 0.62 0.63 0.64 0.65 0.56 0.63 0.48

CoT 0.70 0.67 0.70 0.69 0.72 0.62 0.73 0.45

MS 0.70 0.67 0.69 0.61 0.73 0.56 0.70 0.52

SC 0.74 0.66 0.76 0.67 0.75 0.56 0.72 0.44

46



Table 30: AUROC scores on SQA based on results featured in Figure 2/ Table 9.

VCA-TF VCA-TB SSR Ty.

Pre Post Pre Post Pre Post Pre Post

D
em

o.

Llama-3-8B Base 0.40 0.47 0.40 0.46 0.40 0.56 0.40 0.39

CoT 0.57 0.61 0.57 0.62 0.57 0.57 0.57 0.59

GPT-3.5 Base 0.61 0.64 0.65 0.63 0.65 0.61 0.62 0.63

CoT 0.72 0.72 0.72 0.74 0.73 0.68 0.70 0.70

Sy
s.

Llama-3 8B Base 0.40 0.45 0.40 0.43 0.40 0.54 0.40 0.58

CoT 0.57 0.49 0.57 0.54 0.57 0.44 0.57 0.56

GPT-3.5 Base 0.61 0.62 0.62 0.65 0.64 0.65 0.60 0.67

CoT 0.72 0.76 0.72 0.76 0.72 0.73 0.72 0.72

Table 31: AUROC scores on SQA based on results featured in Table 3/10.

VCA-TB SSR

Pre Post Pre Post

Llama-3-70B Base 0.77 0.67 0.77 0.57

CoT 0.82 0.73 0.82 0.56

MS 0.85 0.74 0.84 0.56

SC 0.82 0.75 0.81 0.66

GPT-4o Base 0.85 0.73 0.86 0.53

CoT 0.87 0.79 0.89 0.54

MS 0.87 0.71 0.87 0.53

SC 0.87 0.72 0.88 0.58

Table 32: AUROC scores on SQA based on results featured in Table 4.

Random Tokens ConfidenceTriggers ConfidenceTriggers-AutoDAN

Pre Post Pre Post Pre Post

Llama-3-8B Base 0.45 0.54 0.51 0.46 0.47 0.52

CoT 0.54 0.51 0.52 0.56 0.56 0.52

MS 0.45 0.50 0.48 0.54 0.57 0.53

SC 0.53 0.59 0.52 0.47 0.56 0.54

GPT-3.5 Base 0.64 0.62 0.67 0.58 0.67 0.65

CoT 0.76 0.71 0.73 0.67 0.72 0.67

MS 0.74 0.74 0.73 0.73 0.75 0.73

SC 0.75 0.75 0.76 0.72 0.72 0.69

W Prompt Examples

Figure 19 portrays an examples of a prompt that we use for the CEMs (in this case CoT). An example
for Self-Probing can be seen in Figure 20. Additionally, we provide example one-shot demonstrations
we utilize for MedMCQA (based on an example from the training set) that help steer the model to
produce outputs in the correct format and allow it to effectively conduct the task in Figure 21.

47



Figure 19: An example prompt for CoT method from TruthfulQA dataset.

Figure 20: An example system prompt for Self-Probing method .
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Figure 21: One-shot demonstrations examples for MedMCQA across different CEMs.
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X ConfidenceTriggers Examples

Figure 22 gives an example of the kinds of trigger prompts both variants of ConfidenceTriggers
generates.

Figure 22: Examples of trigger prompts generated using ConfidenceTriggers.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We define our scope and primary contribution as analyzing the robustness of
verbal confidence scores and use extensive experimental results across multiple model types,
datasets, and scenarios as justification for all of our claims.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We include a limitation section detailing several limitations of our methodology
including models and attacks covered. Furthermore, throughout the paper we discuss factors
like computational efficiency of the algorithms for transparency.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: We do not include any theoretical results or proofs. All of our results are
empirical.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We include all experimental settings needed to reproduce our attacks (along
with the settings for defences and generating with the models) which are covered in the
main body and extensively in the appendix (e.g., Appendix C). Algorithms are provided for
all of the core attack methods along with the parameters uses to attain the main results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: All of the data used in our experiments is publicly available and easily
obtained. Full experimental settings are provided for all aspects of the experiments in the
supplementary materials so that results can be reproduced. Code is not currently provided
but can be made available on acceptance.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We did not conduct any form of training, but core experimental details are
provided in the main body while full details are in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]
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Justification: We do not report error bars or conduct statistical significance tests as we are
seeking to explore general performance/robustness across different scenarios and not claim
to find the most effective attack method.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Certain information on resources used (such as GPUs and libraries) are
included. Full compute information like memory, storage and resources usage cannot be
provided due to the difficulty of estimating across hundreds to thousands of experimental
runs.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
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• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Given the nature of the work about attacks and robustness, our paper primary
covers negative societal impacts (e.g., affecting decision making in safety critical tasks.) of
a type of attacking and we are examining the impacts and ways to rectify it (such as through
defences).
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We are not releasing any models or data.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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Answer: [Yes]

Justification: All works and code libraries are properly cited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: Our research is LLM focused so we extensively detail how they are used.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/
LLM) for what should or should not be described.

57

https://neurips.cc/Conferences/2025/LLM
https://neurips.cc/Conferences/2025/LLM

	Introduction
	Related Work
	Adversarial Attacks on Verbal Confidence
	Verbal Confidence Attack Methods
	Perturbation-based Confidence Attack
	Jailbreak-based Confidence Attack
	ConfidenceTriggers
	ConfidenceTriggers-AutoDAN

	Design of Confidence Elicitation

	Experiment Setup
	Experiment Results
	Confidence Agnostic Attack
	Perturbation-based Attack
	Jailbreak-based Attacks
	Stability of Confidence
	Confidence Behaviour
	Defences Against Jailbreak-based VCAs
	Perturbation-based VCA Defence Challenges

	Conclusion and Limitations
	Motivation
	Details of Perturbation-based Attacks
	Detailed Experimental Settings
	ConfidenceTriggers Settings

	ConfidenceTriggers-AutoDAN Details
	Confidence Agnostic Attacks
	Full Results Tables
	Multi-Step Corruptions
	Confidence Phrases
	Confidence Expressed Via Likert Scale
	Self-Probing
	Testing Lower Similarity Threshold for Attacks
	Alignment between Confidence Scores and Model Log Probabilities
	Confidence Score Distribution Analysis
	Calibration
	Brier Score Analysis
	Confidence Score Change when Model Predicts Same Answer
	Attacks Optimized for Pure Confidence Degradation
	Detailed Defence Results Against ConfidenceTriggers
	Jailbreak Defence Descriptions
	Perturbation-based Defence Details
	ConfidenceTriggers Transferability
	AUROC Analysis
	Prompt Examples 
	ConfidenceTriggers Examples

