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Abstract

Retrieval-augmented generation (RAG) for001
complex multihop QA tasks struggle with long002
contexts — retrieved information accumulated003
across steps, leading to redundancy and inef-004
ficient queries at later reasoning steps that de-005
grade retrieval and thus the overall response006
quality. We introduce ReNAct (Reason, itera-007
tive NotesWriting, and Action) which enhances008
long context based multi-hop QA reasoning by009
iteratively retrieving and accumulating only the010
most relevant information at each reasoning011
step. NotesWriting dynamically maintains a012
concise list of the relevant information which013
enables more effective query writing at each014
reasoning step allowing focus on missing infor-015
mation rather than reprocessing previously re-016
trieved long content. By writing concise notes017
and guiding query formulation, ReNAct sig-018
nificantly improves both effectiveness and effi-019
ciency in multi-hop reasoning. Our approach020
achieves >20% absolute F1 score gains on long-021
context benchmarks such as FanOutQA and022
FRAMES, while reducing the number of rea-023
soning steps by 56% on average compared to024
the ReAct + BM25 baseline.025

1 Introduction026

Large Language Models (LLMs) have significantly027

impacted many real-world applications including028

complex reasoning based tasks such as multi-hop029

question answering (QA) (Asai et al., 2023; Tang030

and Yang, 2024a; Lewis et al., 2020) by enabling031

frameworks to retrieve relevant documents, reason032

and generate more accurate and context-aware re-033

sponses. Iterative RAG methods (Trivedi et al.,034

2022; Asai et al., 2023; Tang and Yang, 2024a)035

go further, leveraging the iterative reasoning and036

planning capabilities of LLMs through multiple rea-037

soning methods, such as ReACT (Yao et al., 2023),038

Tree-of-Thought (Yao et al., 2024), and STaR (Ze-039

likman et al., 2022), to achieve best-in-class perfor-040

mance on complex multi-hop QA tasks.041

One issue with iterative retrieval over multiple 042

steps is the increasingly long accumulated con- 043

texts (Kamradt, 2023; Hsieh et al., 2024; Liu et al., 044

2024a). As a result, query writing at a specific 045

reasoning step requires comprehension of the long 046

accumulated context until the previous step, which 047

results in inefficient and redundant queries (shown 048

in Table 1 and Table 3). Redundant queries lead to 049

longer and ineffective reasoning traces, resulting in 050

lower answer accuracy. 051

To this end, we propose Reason, iterative 052

NotesWriting, and Action (ReNAct) (Figure 1) to 053

address the challenges of stagnant information col- 054

lection within reasoning steps due to growing con- 055

text lengths. NotesWriting creates concise rele- 056

vant information (referred to as Notes) from docu- 057

ments retrieved in each step. Notes are then used 058

by LLMs for writing more effective queries at each 059

reasoning step, optimizing redundant queries result- 060

ing from accumulated unfiltered, longer context. 061

Our work makes the following key contributions: 062

• We showcase the need for NotesWriting - focus- 063

ing on relevant information and targeted context 064

at each reasoning step (addressing the “needle-in- 065

a-haystack” (Kamradt, 2023) problem), leading 066

to better query writing at each reasoning step, 067

thus substantially improving QA performance. 068

Our iterative approach ReNAct improves perfor- 069

mance by over 23% and 20% absolute F1 score 070

compared to the baseline (ReAct + BM25) for 071

FanoutQA and FRAMES, respectively. 072

• Our work emphasizes the benefits of concise con- 073

text that iteratively enables query writing at each 074

step to focus only on retrieving missing infor- 075

mation, thus improving overall reasoning effi- 076

ciency. Using concise context with NotesWrit- 077

ing, ReNAct requires upto 55% fewer reasoning 078

steps to arrive at the correct answer. 079

• On mid-sized context based multi-hop QA 080

datasets such as HotPotQA and MultiHop-RAG, 081

ReNAct shows minor to measurable QA perfor- 082
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Figure 1: Comparison of 2 pipelines — Left: regular Re-
Act and Right: ReAct with iterative Note Writing (ReNAct ).

mance improvements, but still substantial im-083

provements in reasoning efficiency with 31%084

lesser reasoning steps.085

2 Related Work086

Iterative RAG enhances standard RAG by refin-087

ing the retrieval process through multiple interac-088

tions with the knowledge base (Yao et al., 2023).089

RA-ISF (Liu et al., 2024b) and SELF-RAG (Asai090

et al., 2023) employ self-feedback, evaluating re-091

trieved documents for relevance. PlanRAG (Lee092

et al., 2024) incorporates a planning step, explic-093

itly outlining what information is needed before094

retrieval. FLARE (Jiang et al., 2023) and iMe-095

dRAG (Xiong et al., 2024) focus on active query096

generation, formulating new queries based on previ-097

ous iterations. While all these algorithms aim to im-098

prove retrieval accuracy, they differ in their specific099

mechanisms, ranging from document evaluation100

and planning to query refinement and multi-draft101

verification. Others combine these ideas, Rewrite-102

Retrieve-Rerank (Cao et al., 2018) integrates self-103

feedback and active query generation, and IRCoT104

(Trivedi et al., 2022) interleaves Chain-of-Thought105

(Wei et al., 2022) updates with retrieval.106

Agent-based methods are also employed for rea-107

soning based multi-hop QA tasks. Infogent (Reddy108

et al., 2024) addresses complex QA tasks using109

an agent-based approach where its Navigator and110

Extractor agents handle web search and data for-111

matting, respectively, while an Aggregation mod-112

ule synthesizes information and provides feedback.113

Due to certain framework similarities with ReNAct,114

we consider Infogent as one our primary baselines.115

ReNAct outperforms all approaches, but more im-116

portantly, is significantly more efficient in reason-117

ing with much fewer reasoning steps (Table 1).118

3 Approach 119

Reason, iterative NotesWriting, and Action 120

(ReNAct) operates in an iterative reasoning and re- 121

trieval paradigm to answer queries by generating 122

structured intermediate steps. Specifically, given 123

a query q, the LLM M follows a cycle of rea- 124

soning, retrieval, and synthesis steps to arrive at a 125

final answer. This process is builds upon the Re- 126

Act (Yao et al., 2023) framework, with the addition 127

of a NotesWriting module which retains the most 128

relevant information from the documents retrieved 129

with each chain, informing the upcoming chain of 130

the focused information retrieved in the step before. 131

Algorithm 1 ReNAct: Iterative NotesWriting
Require: Query q, task prompt P , summarize prompt Ps,

iteration limit T = 25, number of articles k = 5
Ensure: Final Answer
1: Initialize LLMM with prompt P
2: O0 ← ∅ ▷ Ot aggregated observations
3: t← 0
4: while t < T and not Answer do
5: Generate Thought & Action:
6: (Thought,Action)←M(q,Ot)
7: Let Action = (e, s) ▷ e: entity, s: search query
8: Retrieve Information:
9: Use e and s to fetch top k Wikipedia articles

10: R← ∅ ▷ Not used in non-iterative
11: for i← 1 to k do
12: Convert article wi to Markdown format
13: Extract Content:
14: ri ←Ms(wi,Ps, Ot ∪R) ▷ Summarize wi

15: R← R ∪ ri
16: end for
17: Aggregate Observations:
18: Ot+1 ← Ot ∪R
19: t← t+ 1
20: end while
21: return Answer fromM(q,OT )

ReNAct (Algorithm 1) follows these steps: 132

Step 1 – Initial Thought and Action Genera- 133

tion: M is initialized with a few-shot prompt P , 134

which remains consistent across all tasks and mod- 135

els. Given the query q, the model first generates a 136

reasoning step that guides the retrieval process as 137

Thought. Then a search Action is initiated using a 138

structured tuple (e, s) where e is the search entity, 139

and s is the formulated search query. 140

Step 2 – Information Retrieval: Based on the en- 141

tity e, we retrieve the top k = 5 relevant Wikipedia 142

articles using the Wikipedia API. Each retrieved ar- 143

ticle is converted into Markdown format to ensure 144

compatibility with LLM processing. 145

Step 3 – Writing Notes: For each Wikipedia ar- 146

ticle wi∈{1,...,k}, an LLM Ms (= M in our case) 147

is employed to extract relevant information. This 148
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process is guided by a specialized prompt Ps (Ap-149

pendix A.6), being informed by the current context,150

including the previous notes, query, and the re-151

trieved document, produces a summarized note ri152

for each article.153

Step 4 – Observation Generation: The extracted154

content from all retrieved articles is aggregated as155

observation Ot =
⋃k

i=1 ri. Ot is provided as con-156

text to M to generate the next reasoning step.157

Iterative Reasoning and Termination: The pro-158

cess iterates as follows → The model generates a159

new (Thought, Action) pair based on Ot. → Steps160

2 - 4 are repeated, updating Ot at each iteration.161

→ The cycle continues until the model determines162

it has sufficient information and executes a finish163

action, at which point it provides the final answer.164

To ensure computational efficiency, we impose a165

maximum iteration limit of T = 25 steps.166

We consider two variations: simple NotesWrit-167

ing, and iterative NotesWriting - called ReNAct. For168

NotesWriting, notes are written separately for each169

document; for ReNAct, each note builds on previ-170

ous ones, reducing repetition and improving quality171

even further. However, ReNAct is sequential, while172

NotesWriting can run parallelly.173

4 Experiments174

Baselines: We compare ReNAct with: 1) CoT: re-175

lies on internal knowledge with chain-of-thought176

(closed-book), 2) ReAct: concatenates all retrieved177

documents into the LLM context, 3) ReAct +178

BM25: uses BM25 to assess the impact of focused179

retrieval by extracting the most relevant segments180

of the documents based on the search query, 4) Info-181

gent (Reddy et al., 2024): state-of-the-art for agen-182

tic retrieval and extraction method (Appendix A.1).183

Benchmarks: We evaluated four multi-hop QA184

datasets: (1) FanOutQA (Zhu et al., 2024) with185

complex fanout questions, (2) FRAMES (Krishna186

et al., 2024) requiring 2–15 articles, (3) MultiHop-187

RAG (Tang and Yang, 2024b) involving retrieval188

and reasoning over news articles, and (4) Hot-189

potQA (Yang et al., 2018) requiring multi-article190

reasoning. See Appendix A.2 for details.191

Models: We experiment with two models, rep-192

resenting closed & open weights,GPT-4o-mini1193

and Llama 3.1-70-Instruct (Dubey et al.,194

2024). We set the temperature to 0.7 and use the195

same LLM for for generating reasoning step and196

1https://openai.com/index/
gpt-4o-mini-advancing-cost-efficient-intelligence/

NotesWriting (i.e Ms = M). 197

Evaluation Metrics: We report the F1 score be- 198

tween predicted and ground truth answer and the 199

GPT4-as-Judge score (prompt in the appendix 2). 200

Additionally, to measure the efficiency of reason- 201

ing steps we report the average number of tokens 202

and reasoning steps. 203

5 Results 204

(1) Performance improvements and efficient 205

reasoning - ReNAct outperforms all baselines in 206

all of our evaluations shown in Tables 1 and 2. 207

Especially in long context multi-hop QA dataset 208

(Table 1), ReNAct achieves absolute 23% and 209

16.2% F1 score improvements over ReAct high- 210

lighting importance of concise context provided by 211

NotesWriting. ReNAct also has the lowest number 212

of Avg Steps highlighting the shortest and most effi- 213

cient reasoning trace due to effective query writing 214

enabled from concise context (shown by the lowest 215

number of Avg Tokens in Tables 1 and 2). 216

(2) Comparison to baselines – ReNAct substan- 217

tially outperforms both ReAct + BM25 and Info- 218

gent baselines that have similar iterative reason- 219

ing based setup, with the exception of FanOutQA 220

on F1 score. Importantly, top performing agen- 221

tic framework Infogent has the highest number of 222

reasoning steps whereas ReNAct has the lowest - 223

highlighting the need of iterative NotesWriting for 224

complex multi-hop QA. Furthermore, CoT baseline 225

which does not retrieve any context has the lowest 226

number of Avg Tokens, but achieves much lower 227

performance compared to our ReNAct method. 228

(3) NotesWriting vs. ReNAct – ReNAct outper- 229

forms NotesWriting in the majority of settings in 230

Tables 1 and 2 with nearly the same average number 231

of reasoning steps, highlighting importance of writ- 232

ing notes iteratively. At the same time, NotesWrit- 233

ing can be applied on multiple documents in paral- 234

lel for faster notes writing, and still achieves close 235

performance to ReNAct. 236

(4) Correlation with context length – 237

ReNAct performs better in long context multi-hop 238

QA datasets (table 1) where NotesWriting can 239

be more useful. We also observe that longer 240

context (Avg Tokens column) always leads to 241

lower performance and more reasoning steps, 242

emphasizing its impact on query writing and the 243

subsequent retrieval process. On mid-sized context 244

based QA datasets such as HotPotQA and Multi- 245

hopRAG where Avg Tokens (Table 2) are relatively 246
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smaller, the performance improvements are not as247

pronounced as with long context multi-hop QA248

datasets (Table 1). Even so, ReNAct uses (upto249

31.2%) fewer reasoning steps even in mid-size250

contexts datasets.251

Overall, the significant performance gains, cou-252

pled with a reduction in total tokens and average253

reasoning steps, clearly highlight the importance254

of filtering retrieved context by extracting and pre-255

senting only the most relevant information to the256

reasoning LLM at each step. A few examples of257

our ReNAct are shown in Appendix A.6, highlight-258

ing benefits like 1) better informing the overall259

reasoning process, for e.g. by better handling of260

conflicting information (see Table 10 vs Table 8),261

and 2) informing the next action taken by inform-262

ing the search query (see Table 9 vs Table 8). We263

leave further in-depth explorations of these aspects264

for future work.265

M DS Method F1 GPT4 Avg Tokens Avg Steps
Score ↑ Score ↑ ↓ ↓

L
la

m
a-

3.
1

70
B

In
st

Fa
no

ut
Q

A

CoT 38.1 15.2 263.5 1.0
ReAct 21.5 11.3 9215.8 19.1
ReAct + BM25 18.0 9.7 10514.5 16.1
Infogent 47.2 22.9 3938.9 20.0
NotesWriting 43.0 27.1 1461.7 (-86%) 8.1 (-50%)
ReNAct 41.4 24.8 1647.4 (-84%) 8.6 (-47%)

FR
A

M
E

S

CoT 28.2 32.1 365.1 1.0
ReAct 34.3 39.7 5770.1 15.9
ReAct + BM25 33.4 39.3 8180.5 12.1
Infogent 28.0 29.9 4272.4 19.7
NotesWriting 49.1 57.6 939.5 (-89%) 7.1 (-41%)
ReNAct 53.7 65.8 972.3 (-88%) 7.2 (-40%)

G
PT

4o
-m

in
i

Fa
no

ut
Q

A

CoT 42.2 13.9 261.3 1.0
ReAct 28.6 12.9 8387.8 18.1
ReAct + BM25 18.8 8.1 13010.8 18.1
Infogent 47.2 22.9 5255.9 19.5
NotesWriting 48.0 24.5 1350.4 (-90%) 10.2 (-44%)
ReNAct 51.4 29.0 1329.2 (-90%) 10.0 (-45%)

FR
A

M
E

S

CoT 29.1 28.8 133.5 1.0
ReAct 28.7 31.1 9498.0 12.4
ReAct + BM25 28.6 30.0 9599.6 12.2
Infogent 28.0 29.9 4700.1 18.8
NotesWriting 44.7 49.2 1190.5 (-88%) 8.5 (-31%)
ReNAct 44.9 51.4 1237.8 (-87%) 8.6 (-29%)

Table 1: Results on FanoutQA & FRAMES. NotesWriting is
non-iterative Reason + NotesWriting + Action, ReNAct refers
to iterative NotesWriting. % improvements are in comparison
to ReAct + BM25. M = Model, DS = Dataset. CoT results are
presented as crude baseline without retrieval, comparisons are
made wth reasoning frameworks only.

5.1 Redundancy analysis266

As shown in Tables 1 and 2, ReAct + BM25 base-267

line typically has more number of tokens (Avg To-268

kens column in result tables) in context along with269

higher reasoning steps. To highlight the impact of270

long context in query writing at different steps, we271

compute the average number of repeated (or retried)272

queries. As shown in Table 3, ReAct + BM25 has273

substantially more repeated queries, highlighting274

M DS Method F1 GPT4 Avg Tokens Avg Steps
Score ↑ Score ↑ ↓ ↓

L
la

m
a-

3.
1

70
B

In
st

M
ul

tiH
op ReAct 50.5 61.4 31460.6 5.0

ReAct + BM25 63.9 70.8 1732.6 6.2
NotesWriting 64.5 73.4 803.3 (-53.6%) 5.6 (-8.9%)
ReNAct 63.2 72.6 861.1 (-50.3%) 5.9 (-4.5%)

H
ot

po
tQ

A ReAct 56.3 66.6 2858.3 9.5
ReAct + BM25 50 63 3976.0 7.8
NotesWriting 56.4 68.2 696.6 (-82.5%) 5.6 (-27.8%)
ReNAct 57.8 70.0 632.4 (-84.1%) 5.3 (-31.2%)

G
PT

4o
-m

in
i

M
ul

tiH
op ReAct 57.0 70 37614.7 5.6

ReAct + BM25 56.2 68.4 2703.1 8.5
NotesWriting 58.0 70.8 711.4 (-73.7%) 6.2 (-26.7%)
ReNAct 58.0 71.2 693.9 (-74.3%) 6.2 (-27.0%)

H
ot

po
tQ

A ReAct 48.4 62.4 2546.5 7.1
ReAct + BM25 44.6 56 4461.2 7.2
NotesWriting 54.0 67.0 620.1 (-86.1%) 5.7 (-20.9%)
ReNAct 53.7 64.2 614.1 (-86.2%) 5.6 (-22.2%)

Table 2: Evaluations on complex multi-hop QA datasets -
MultiHop-RAG and HotpotQA. Notations same as Table 1.

the impact of long context on query writing. On 275

the other hand, ReNAct has just 2 or 3 repeated 276

queries on average, suggesting the effective qual- 277

ity of queries in ReNAct’s reasoning process. We 278

leave enhancement of ReNAct to further reduce the 279

number of repeated queries to future work. 280

Model Dataset ReAct + BM25 ReNAct

LLama-3.1-70B-Inst
FanoutQA 7.43 2.01

FRAMES 5.12 2.20

GPT-4o-mini
FanoutQA 8.03 2.69

FRAMES 5.06 3.23

Table 3: No of search retries are lower for ReNActcompared
to ReAct + BM25 for FanoutQA and FRAMES.

6 Conclusion 281

We presented ReNAct, a NotesWriting technique 282

that accumulates only the most relevant informa- 283

tion at each reasoning step iteratively. We show 284

that long context leads to redundant query gener- 285

ation at various reasoning steps, which leads to 286

inefficient reasoning and lower question answer- 287

ing performance. Our approach ReNAct tackles 288

these problems by retaining relevant information 289

concisely, reducing redundancies in contexts, and 290

thus focusing the context on salient information 291

required for the QA task. ReNAct achieves the best 292

performance on long-context multi-hop QA bench- 293

marks FanoutQA and FRAMES, clearly showcas- 294

ing the effectiveness of ReNAct. Our approach 295

ReNAct also uses the least number of reasoning 296

steps on average highlighting the effectiveness of 297

providing concise context for better query writing 298

at each reasoning step. 299
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Limitations and Societal Impact300

Our approach has several limitations. First, our301

experiments are limited to the two models we ex-302

periment with, which could be extended to newer303

smaller open-source models. Second, we limit on-304

line searches to the Wikipedia API2, which only305

supports searching for text matching Wiki pages;306

and third, Wiki pages change often and this could307

lead to a mismatch with static benchmarks’ ground308

truth. While these could affect performance, we309

ensure that the same setup is also followed in all310

baselines we experiment with, to keep evaluation311

comparable while reducing the need to utilize paid312

search APIs. Third, with retrievals based on itera-313

tive notes writing, there is a possibility of conflict-314

ing information being received (Table 10). In ob-315

served examples, the ReNAct based setup is able to316

resolve discrepancies in the retrieved information,317

showing that our approach performs well. How-318

ever, it is possible that the model starts halluci-319

nating facts, and this remains a weakness at large.320

Lastly, we impose a maximum iteration limit to321

ensure computational efficiency, which could also322

impact performance. Further explorations towards323

improving on weaknesses remain future work.324

Potential risks of our work include usage in sce-325

narios where the requested retrieval information in326

toxic or harmful. While we cannot control how our327

method is used for prompting, we expect content328

moderation policies to help with reducing the im-329

pact of such queries. Moreover, hallucinations can330

affect the QA experience, although manual obser-331

vation of the reasoning traces show that recovery332

can be better with ReNAct.333

We expect our work to significantly enhance334

the QA user experience, as focused informa-335

tion improves performance and reduced context336

lengths lower computational costs. We hope our337

ReNAct method can contribute towards better task338

handling at large. We will make our code publicly339

available upon acceptance towards this goal.340
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A Appendix 462

A.1 Infogent Implementation Details 463

We use the official code provided by Infogent au- 464

thors here (Apache 2.0. License) with the following 465

modifications: 466

• Due to our limitations in accessing OpenAI, 467

we modify the code to use AzureOpenAI end- 468

points, and use ChatOpenAI and OpenAI for 469

Llama-70B experiments with vLLM (Kwon 470

et al., 2023) endpoints3. 471

• OpenAI embedding is replaced by sentence- 472

transformers’ all-mpnet-base-v24. 473

• Serper Google Search5 is replaced by 474

Wikipedia search API due to credit limitations 475

and to use similar open knowledge tools as 476

those used in our method, reducing the cost 477

needed to conduct RAG experiments. 478

A.2 Benchmarks 479

We evaluated four multi-hop QA datasets: (1) 480

FanOutQA (Zhu et al., 2024), which features com- 481

plex fanout questions, (2) FRAMES (Krishna et al., 482

2024), requiring reasoning over 2–15 articles, (3) 483

MultiHop-RAG (Tang and Yang, 2024b), which 484

involves retrieval and reasoning over news articles, 485

and (4) HotpotQA (Yang et al., 2018), which re- 486

quires multi-article reasoning. For FanOutQA, we 487

evaluated all 310 examples from the development 488

set, while for FRAMES, we used 549 multiple- 489

constraint-tagged questions. For MultiHop-RAG 490

and HotpotQA, we assessed performance on 500 491

examples from the test and development splits, re- 492

spectively. FanOutQA, HotpotQA and Wikipedia 493

comes under CC BY-SA 4.0 (Creative Com- 494

mons Attribution-ShareAlike 4.0 International Li- 495

cense), FRAMES under Apache 2.0. license and 496

MultiHop-RAG under ODC-By (Open Data Com- 497

mons Attribution License). 498

A.3 Models 499

Models: We conduct experiments with 500

two models, representing both closed and 501

open weights: GPT-4o-mini6 and Llama 502

3.1-70-Instruct (Dubey et al., 2024). The 503

temperature is set to 0.7, and the same LLM is 504

3https://docs.vllm.ai/en/stable/index.html
4https://huggingface.co/sentence-transformers/

all-mpnet-base-v2
5https://serper.dev/
6https://openai.com/index/

gpt-4o-mini-advancing-cost-efficient-intelligence/

6

https://doi.org/10.18653/v1/D18-1259
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used for generating reasoning steps and NotesWrit-505

ing (i.e., Ms = M). Llama 3.1-70-Instruct506

was hosted using vLLM (Kwon et al., 2023) across507

8 A100-80GB GPUs, supporting a maximum508

context length of 64K. With parallelization,509

evaluation runs took approximately 9–10 hours for510

MultiHop-RAG, HotpotQA, and FRAMES, and511

around 15 hours for FanOutQA. GPT-4o-mini,512

which has a context length of 128K, completed513

evaluations in approximately 7 hours for FRAMES514

and FanOutQA, 2 hours for HotpotQA, and 27515

minutes for MultiHop-RAG. The reported times516

include the full end-to-end process, accounting for517

rate limits, Wikipedia queries, and NotesWriting.518

A.4 EM and Avg Obs Tokens comparison519

across benchmark datasets520

We report the EM scores and average observations521

tokens for comparison across all our benchmark522

dataset in Table 4.523

Model Dataset Method EM Score ↑ Avg Obs Tokens ↓

L
la

m
a

3.
1

70
B

In
st

FanoutQA

ReAct 2.3 8531.5
ReAct + BM25 1.3 9496.8
NotesWriting 39.0 1013.1 (-89%)
ReNAct 35.0 1144.5 (-88%)

FRAMES

ReAct 24.6 5150.2
ReAct + BM25 21.9 7471.2
NotesWriting 33.3 566.8 (-92%)
ReNAct 38.6 559.4 (-93%)

MultiHop
RAG

ReAct 49.2 30655.4
ReAct + BM25 63.2 1410.6
NotesWriting 63.6 449.7 (-68.1%)
ReNAct 61.8 458.6 (-67.5%)

HotpotQA

ReAct 43.4 2524.5
ReAct + BM25 37.8 3549.2
NotesWriting 41.6 420.2 (-88.2%)
ReNAct 43.6 369.9 (-89.6%)

G
PT

4o
-m

in
i

FanoutQA

ReAct 1.9 7,305.5
ReAct + BM25 1.0 1,1746.9
NotesWriting 3.9 648.1 (-94%)
ReNAct 6.5 640.7 (-95%)

FRAMES

ReAct 16.9 8604.5
ReAct + BM25 18.2 8,751.7
NotesWriting 30.2 603.4 (-93%)
ReNAct 30.2 643.5 (-93%)

MultiHop
RAG

ReAct 56.0 36843.1
ReAct + BM25 55.2 2203.6
NotesWriting 56.6 367.6 (-83.3%)
ReNAct 56.8 353.1 (-84.0%)

HotpotQA

ReAct 33.4 2170.8
ReAct + BM25 31.4 4010.4
NotesWriting 38.0 277.4 (-93.1%)
ReNAct 39.8 283.0 (-92.9%)

Table 4: EM and Avg Obs Tokens for all benchmarks.
NotesWriting refers to non-iterative Reason + NotesWrit-
ing + Action approach, and ReNAct refers to the iterative
NotesWriting approach. % improvements are in com-
parison to the ReAct + BM25 baseline.

A.5 Standard deviation across runs524

We ran the NotesWriting and ReNAct across all525

datasets and models three times to see the variance526

across different runs. We report the results in Ta- 527

ble 5. 528

A.6 Examples comparing ReNAct with 529

baselines 530
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Model Dataset Avg F1 GPT-4 Score Avg Tokens Avg Steps

GPT-4o-mini Fanout ± 1.86 ± 2.45 ± 28.30 ± 0.13
FRAMES ± 1.10 ± 2.35 ± 30.07 ± 0.13

Llama-3.1 70B Fanout ± 3.79 ± 1.54 ± 98.15 ± 0.47
FRAMES ± 4.42 ± 5.76 ± 37.89 ± 0.61

Table 5: Standard deviation across FRAMES & FanoutQA for each metric per model.

Question: What law schools did the most recent four Supreme Court justices attend?

Thought: I need to gather information on the law schools attended by the most recent four Supreme Court justices. First, I will
search for the names of the most recent four justices to find out where they studied law.

Action: search[Supreme Court justices; Who are the most recent four Supreme Court justices?]

Observation: (Result 1) List of justices of the Supreme Court of the United States - The most recent four Supreme Court justices
are: Amy Coney Barrett, Ketanji Brown Jackson, Neil Gorsuch, and Brett Kavanaugh.

(Result 2) Ideological leanings of United States Supreme Court justices - The most recent four Supreme Court justices are: Amy
Coney Barrett (appointed in 2020), Ketanji Brown Jackson (appointed in 2022), Brett Kavanaugh (appointed in 2018), and Neil
Gorsuch (appointed in 2017).

(Result 3) Demographics of the Supreme Court of the United States - The most recent four Supreme Court justices are: Ketanji
Brown Jackson (appointed in 2022), Amy Coney Barrett (appointed in 2020), Brett Kavanaugh (appointed in 2018), and Neil
Gorsuch (appointed in 2017).

Thought: The most recent four Supreme Court justices are Amy Coney Barrett, Ketanji Brown Jackson, Neil Gorsuch, and Brett
Kavanaugh. Next, I need to find out which law schools they attended. I will start by searching for the law school attended by
Amy Coney Barrett.

Action: search[Amy Coney Barrett; Which law school did Amy Coney Barrett attend?]

Observation: (Result 1) Amy Coney Barrett attended Rhodes College (BA) and University of Notre Dame (JD). She graduated
from Notre Dame Law School in 1997 with a Juris Doctor, summa cum laude, ranked first in her class.

Thought: Amy Coney Barrett attended Notre Dame Law School. Next, I need to find out which law school Ketanji Brown
Jackson attended.

Action: search[Ketanji Brown Jackson; Which law school did Ketanji Brown Jackson attend?]

Observation: (Result 1) Ketanji Brown Jackson attended Harvard Law School, where she graduated in 1996 with a Juris Doctor,
cum laude.

(Result 2) Joe Biden Supreme Court candidates - Ketanji Brown Jackson attended Harvard University for her law degree.

(Result 3) Demographics of the Supreme Court of the United States - Ketanji Brown Jackson attended Harvard Law School.

Thought: Ketanji Brown Jackson attended Harvard Law School. Now, I need to find out which law school Neil Gorsuch
attended.

Action: search[Neil Gorsuch; Which law school did Neil Gorsuch attend?]

Observation: (Result 1) Neil Gorsuch received his legal education at Harvard Law School and graduated in 1991 with a Juris
Doctor, cum laude.

Thought: Neil Gorsuch also attended Harvard Law School. Finally, I need to find out which law school Brett Kavanaugh
attended.

Action: search[Brett Kavanaugh; Which law school did Brett Kavanaugh attend?]

Observation: (Result 1) Brett Kavanaugh - Kavanaugh graduated from Yale Law School with a Juris Doctor degree in 1990.

Thought: Brett Kavanaugh graduated from Yale Law School. Now I have gathered the law schools attended by the most recent
four Supreme Court justices: Amy Coney Barrett attended Notre Dame Law School, Ketanji Brown Jackson and Neil Gorsuch
both attended Harvard Law School, and Brett Kavanaugh attended Yale Law School.

Action: finish[Notre Dame Law School, Harvard Law School, Harvard Law School, Yale Law School]

Table 6: An Example of ReNAct on the FanOUT dataset.
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Question: What law schools did the most recent four Supreme Court justices attend?

Thought: I need to find out which law schools the most recent four Supreme Court justices attended. First, I’ll identify the
current Supreme Court justices and then gather information about their law school backgrounds.

Action: search[Supreme Court justices; Who are the current Supreme Court justices?]

Observation: (Result 1) The U.S. Supreme Court Building, current home of the Supreme Court, which opened in 1935......
(Result 2) The graph below, based on data from the Supreme Court Database, shows this partisan split.[6] In all the non-
unanimous decisions.... (Result 3) This graphical timeline depicts the length of each current Supreme Court justice’s tenure (not
seniority, as the chief justice has.... (Result 4) There are currently nine justices on the Supreme Court: Chief Justice John Roberts
and eight associate justices. Among the current.... (Result 5) From this data, scholars have inferred the ideological leanings of
each justice and how the justices are likely to vote.....

Thought: The search results did not provide specific names of the current Supreme Court justices. I need to refine my search to
get the names of the most recent four justices so I can find out which law schools they attended.

Action: search[most recent Supreme Court justices; What are the names of the most recent four Supreme Court justices?]

Observation: (Result 1) As of March 20, 2024[update], there are fourteen associate justices on the Supreme Court, with the most
recent appointment being.... (Result 2) Once the committee reports out the nomination, it is put before the full Senate for final
consideration. A simple majority..... (Result 3) Potter Stewart, the most recent Supreme Court justice initially appointed through
a recess appointment..... (Result 4) William Rehnquist, the most recent incumbent associate justice to assume the position of
chief justice...... (Result 5) Until 1973, only men were appointed as Associate Justices to the Court. Cecilia Muñoz-Palma, an
appointee of President Ferdinand Marcos....

Thought: The search results did not provide the names of the most recent four U.S. Supreme Court justices. I need to further
refine my search to get the specific names and then gather their law school information.

Action: search[U.S. Supreme Court justices; Who are the current justices and when were they appointed?]

Observation: (Result 1) The graph below, based on data from the Supreme Court Database, shows this partisan split.[6] In
all the non-unanimous decisions.... (Result 2) Five of the current justices are assigned to circuits on which they previously sat
as circuit judges: Chief Justice Roberts.... (Result 3) From this data, scholars have inferred the ideological leanings of each
justice and how the justices are likely to vote..... (Result 4) These two graphs differ because of the choices of data sources,
data coverage, coding of complicated cases, smoothing parameters, and.... (Result 5) Under Article Three of the United States
Constitution, the composition and procedures of the Supreme Court were originally established by....

Thought: The search results are still not yielding the names of the most recent Supreme Court justices. I will modify my search
approach to focus specifically on the recent appointments to the Supreme Court.

Action: search[U.S. Supreme Court justices names and law schools of the last four justices]

Observation: (Result 1) Associate justices James F. Byrnes, whose short tenure lasted from June 1941 to October 1942, and
Robert H. Jackson, who.... (Result 2) The Court returned to the issue of abortion in the 2000 case of *Stenberg v. Carhart*, in
which it invalidated.... (Result 3) In modern discourse, the justices of the Court are often categorized as having conservative,
moderate, or liberal philosophies of law.... (Result 4) * Ideological leanings of United States Supreme Court justices * List of
U.S. Supreme Court justices who also served in.... (Result 5) The nine Supreme Court justices base their decisions on their
interpretation of both legal doctrine and the precedential application of....

Thought: I have not yet obtained the specific names of the most recent four U.S. Supreme Court justices or their law schools. I
will make one final attempt to gather this information.

Action: search[most recent four U.S. Supreme Court justices and their law schools]

Observation: (Result 1) Article III, Section I of the Constitution of the United States (1776) establishes that the justices hold
their office during..... (Result 2) Law clerks have assisted the justices of the United States Supreme Court in various capacities
since the first one was..... (Result 3) In modern discourse, the justices of the Court are often categorized as having conservative,
moderate, or liberal philosophies of law..... (Result 4) At least six justices are Roman Catholics, one is Jewish, and one is
Protestant. It is unclear whether Neil Gorsuch..... (Result 5) Each justice is permitted to have three or four law clerks per Court
term. Most clerks are recent law school.....

Thought: The searches have consistently failed to yield the specific names of the most recent four U.S. Supreme Court justices
or their law schools. I will conclude my task as I have exhausted the options for retrieving this information.

Action: finish[Unable to retrieve names and law schools of the most recent four U.S. Supreme Court justices.]

Table 7: An Example of ReACT with BM25 on the Fanout dataset. The agent keeps on searching but is unable to
extract relevant information.
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Question: Diago Costa played for which club when he was awarded the first FIFA World Cup Goal based on a VAR Decision?

Thought: I need to determine which club Diago Costa was playing for when he was awarded the first FIFA World Cup Goal
based on a VAR Decision. First, I will gather information on the first FIFA World Cup Goal awarded based on a VAR Decision.

Action: search[FIFA World Cup Goal; What was the first FIFA World Cup Goal awarded based on a VAR Decision, and who
scored it?]

Observation: (Result 1) 2022 FIFA World Cup - Ao Tanaka

Thought: It seems like the search result did not provide the relevant information about the first FIFA World Cup Goal awarded
based on a VAR Decision.

Action: search[FIFA World Cup VAR Decision; What was the first FIFA World Cup Goal awarded based on a VAR Decision,
and who scored it?]

Observation: (Result 1) 2018 FIFA World Cup - Diego Costa’s first goal against Portugal became the first World Cup goal
based on a VAR decision.

(Result 2) 2022 FIFA World Cup - The first FIFA World Cup Goal awarded based on a VAR Decision was scored by Ao Tanaka
of Japan against Spain.

(Result 3) 2019 FIFA Women’s World Cup - The first FIFA World Cup goal awarded based on a VAR decision was scored by
French midfielder Antoine Griezmann in the 58th minute of a group stage match against Australia on June 16, 2018.

(Result 4) Video assistant referee - The first VAR decision at the World Cup came on 16 June 2018 in a group stage match
between France and Australia, where referee Andres Cunha awarded a penalty to France after consulting with the VAR. The
resulting penalty kick was successfully converted by Antoine Griezmann of France, but the goal was initially disallowed for
offside. However, the VAR team correctly advised the referee that the offside infraction was committed by an Australian player,
not a French player, and the goal was awarded.

Thought: It seems like the search results provided conflicting information about the first FIFA World Cup Goal awarded based
on a VAR Decision. However, according to Result 1 of the second search, Diego Costa’s first goal against Portugal became the
first World Cup goal based on a VAR decision.

Action: search[Diego Costa; Which club did Diego Costa play for in the 2018 FIFA World Cup?]

Observation: (Result 1) Diego Costa - Atlético Madrid

Thought: Diego Costa played for Atlético Madrid when he was awarded the first FIFA World Cup Goal based on a VAR
Decision.

Action: finish[Atlético Madrid]

Observation: Atlético Madrid

Table 8: An Example of ReNAct from the FRAMES dataset.

GPT-4 Judge Prompt

===Task===
I need your help in evaluating an answer provided by an LLM against a ground truth answer. Your task is to determine
if the ground truth answer is present in the LLM’s response. Please analyze the provided data and make a decision.
===Instructions===

1. Carefully compare the "Predicted Answer" with the "Ground Truth Answer".
2. Consider the substance of the answers – look for equivalent information or correct answers. Do not focus on exact

wording unless the exact wording is crucial to the meaning.
3. Your final decision should be based on whether the meaning and the vital facts of the "Ground Truth Answer" are

present in the "Predicted Answer."
===Input Data===

• Question: «question»
• Predicted Answer: «LLM_response»
• Ground Truth Answer: «ground_truth_answer»

===Output Format===
Provide your final evaluation in the following format:
Explanation: (How you made the decision?)
Decision: ("TRUE" or "FALSE")
Please proceed with the evaluation.

Figure 2: GPT-4 prompt for evaluating the correctness of predicted answer.
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Question: Diego Costa played for which club when he was awarded the first FIFA World Cup Goal based on a VAR Decision?

Think "I need to gather information about Diago Costa and the FIFA World Cup Goal awarded based on a VAR decision."

Search "Diego Costa club history" (x3)

Think "I need to find information about Diego Costa and the FIFA World Cup goal awarded based on a VAR decision."

Search "Diego Costa biography" (x1)

Think "The first search result is about Diego Costa, which is relevant to my query about his club and the FIFA World Cup Goal
based on a VAR decision. I will extract information from the Diego Costa Wikipedia page."

Extract https://en.wikipedia.org/wiki/Diego_Costa (x2)

Think "I need to perform a search specifically targeting Diego Costa’s participation in the FIFA World Cup where he was
awarded a goal based on a VAR decision, including the club he was with at that time."

Search "Diego Costa FIFA World Cup goal VAR decision club" (x2)

Think "I need to find out which club Diego Costa was playing for when he was awarded the first FIFA World Cup Goal based on
a VAR decision."

Search "Diego Costa club history" (x3)

Think "The initial search did not yield relevant information regarding Diego Costa and the FIFA World Cup Goal awarded based
on a VAR decision."

Search "Diego Costa club history FIFA World Cup VAR decision goal" (x1)

Think "I need to gather information about Diago Costa and the FIFA World Cup."

Search "Diago Costa career history" (x1)

Think "I need to find information about Diego Costa and the FIFA World Cup Goal based on a VAR decision."

Search "Diego Costa FIFA World Cup Goal VAR Decision" (x1)

Think "The search results include relevant information about the FIFA World Cup, but I need specifics about Diego Costa and
any goals awarded based on VAR decisions."

Search "Diego Costa World Cup goals VAR decisions" (x1)

Think "I need to find out which club Diego Costa was playing for when he was awarded the first FIFA World Cup Goal based on
a VAR Decision."

Search "Diego Costa World Cup appearances" (x1)

Think "I found relevant information about Diego Costa, but I need to check his details to find out when he was awarded the first
FIFA World Cup goal based on a VAR decision."

Extract https://en.wikipedia.org/wiki/Diego_Costa (x2)

Think "I need to search for specific information regarding the year Diego Costa was awarded a FIFA World Cup goal based on a
VAR decision, as well as the club he was playing for at that time."

Search "Diego Costa FIFA World Cup goal VAR decision year" (x1)

Think "The next step is to find information specifically about Diego Costa and the FIFA World Cup goal awarded based on a
VAR decision."

Search "Diego Costa FIFA World Cup goal VAR decision" (x2)

Think "The search results provided general information about the FIFA World Cup events, but I need to focus on Diego Costa’s
specific performance and goals in the World Cup."

Search "Diego Costa World Cup goals VAR decision club" (x2)

Think "I need to find information about Diego Costa and the FIFA World Cup Goal based on a VAR decision."

Search "Diego Costa career achievements FIFA World Cup" (x1)

Think "I need to find out which club Diego Costa was playing for when he was awarded the first FIFA World Cup Goal based on
a VAR Decision."

Search "Diego Costa career history" (x1)

Table 9: Example from FRAMES and Infogent: the agent searches for repeated queries without any modifications.
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Question: As of August 1, 2024, what is the largest city of the 9th largest country by land area in Europe?

Thought: I need to determine the 9th largest country by land area in Europe and then find its largest city. First, I will identify the
9th largest country by land area in Europe.

Action: search[Largest countries in Europe by land area; Which is the 9th largest country by land area in Europe?]

Observation: (Result 1) List of countries and dependencies by area - The 9th largest country by land area in Europe is
Kazakhstan (2,699,700 km2).

(Result 2) List of European countries by area - Poland

Thought: It seems like there are multiple conflicting sources for the 9th largest country by land area in Europe, with
one source saying it’s Kazakhstan, but Kazakhstan is not in Europe, and another source saying it’s Poland but without
providing more information. In this case, I’ll try to find the correct 9th largest country by land area in Europe.

Action: search[Largest countries in Europe by land area; What are the top 10 largest countries by land area in Europe?]

Observation: (Result 1) List of countries and dependencies by area -

1. Russia - 16,376,870 km2

2. Ukraine - 579,330 km2

3. France - 640,427 km2

4. Spain - 498,980 km2

5. Sweden - 407,284 km2

6. Norway - 366,704 km2

7. Germany - 349,390 km2

8. Finland - 303,815 km2

9. Poland - 304,255 km2

10. Italy - 295,717 km2

Thought: The 9th largest country by land area in Europe is indeed Poland, with a land area of 312,679 km2 or 304,255 km2.
Now, I need to determine the largest city of Poland.

Action: search[Poland; What is the largest city in Poland as of August 1, 2024?]

Observation: (Result 1) Poland - Warsaw

(Result 2) Invasion of Poland - The largest city in Poland as of August 1, 2024, is Warsaw (Polish: Warszawa), which is also the
capital of Poland.

Thought: The largest city of the 9th largest country by land area in Europe as of August 1, 2024, is Warsaw.

Action: finish[The largest city of the 9th largest country by land area in Europe as of August 1, 2024, is Warsaw.]

Table 10: An example from the FRAMES dataset where note taking leads to conflicting information (in bold). To
clarify the confusion the agent re-tries the search to find the correct information.

Prompt for Notes Writing

Extract relevant information which is not previously extracted from the Wikipedia page provided in markdown format
relevant to the given query. You will be provided with the Wikipedia page, query, and the previously extracted content.
Do not miss any information. Do not add irrelevant information or anything outside of the provided sources.
Provide the answer in the format: <YES/NO>#<Relevant context>.
Here are the rules:

• If you don’t know how to answer the query - start your answer with NO#
• If the text is not related to the query - start your answer with NO#
• If the content is already extracted - start your answer with NO#
• If you can extract relevant information - start your answer with YES#

Example answers:
• YES#Western philosophy originated in Ancient Greece in the 6th century BCE with the
pre-Socratics.

• NO#No relevant context.
Context: {Context}
Previous Context: {PrevContext}
Query: {Query}

Figure 3: Notes writing prompt for extracting the relevant information.
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