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A Illustration of In-context Examples

In the supplementary material, we illustrate more in-context learning results of foreground segmen-
tation, single object detection, and colorization tasks.

A.1 Foreground Segmentation

The main paper presents the in-context examples from the person and cow categories. In the supple-
mentary, as shown in Fig. 1-6, we present examples from the remained 18 categories in Pascal-5°.

A.2 Single Object Detection

As shown in Fig. 7-8, we illustrate the in-context examples from the single object detection task.
By comparing the in-context examples picked by UnsupPR and those picked by SupPR, we find the
examples found by SupPR are more similar to the queries in terms of object pose (e.g., Fig. 7(f)),
viewpoint (e.g., Fig. 7(r).

A.3 Coloralization

As shown in Fig. 9-10, we illustrate the in-context examples from the colorization task. This task
aims to map a gray-scale image to a color image. By comparing the in-context examples picked
by UnsupPR and those picked by SupPR, we find the ground truth images of examples found by
SupPR are more similar to that of the queries in terms of image style, e.g. the background color

(e.g., Fig. 9(g)(h)).
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Figure 1: In-context examples, which are from the foreground segmentation task, retrieved by Un-
supPR and . These grids show examples from the train, tv, and bus categories.
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Figure 2: In-context examples, which are from the foreground segmentation task, retrieved by Un-
supPR and SupPR. These grids show examples from the bottle, sheep, and bird categories.
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Figure 3: In-context examples, which are from the foreground segmentation task, retrieved by
and . These grids show examples from the boat, airplane, and bicycle categories.
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Figure 4: In-context examples, which are from the foreground segmentation task, retrieved by Un-
supPR and SupPR. These grids show examples from the car, cat, and chair categories.
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Figure 5: In-context examples, which are from the foreground segmentation task, retrieved by Un-
supPR and SupPR. These grids show examples from the dog, horse, and motorbike categories.
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Figure 6: In-context examples, which are from the foreground segmentation task, retrieved by Un-
supPR and SupPR. These grids show examples from the table, plant, and sofa categories.
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Figure 7: In-context examples, which are from the single object detection task, retrieved by Un-
supPR and . We find the examples found by SupPR are more similar to the queries in terms
of object pose (e.g., (f)), viewpoint (e.g., (1))
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Figure 8: In-context examples, which are from the single object detection task, retrieved by Un-
supPR and . We find the examples found by SupPR are more similar to the queries in terms
of object pose (e.g., (1)), viewpoint (e.g., (m))
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Figure 9: In-context examples, which are from the colorization task, retrieved by UnsupPR and
SupPR. We also show the ground truth of the query image. The query image is the gray-scale
version of its ground truth. The ground truth images of the in-context examples found by SupPR are
more similar than those found by UnsupPR to the ground truth images of queries in terms of image
style, e.g. the background color (g).
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Figure 10: In-context examples, which are from the colorization task, retrieved by UnsupPR and
SupPR. We also show the ground truth of the query image. The query image is the gray-scale
version of its ground truth. The ground truth images of the in-context examples found by SupPR are
more similar than those found by UnsupPR to the ground truth images of queries in terms of image
style, e.g. the background color (h).
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