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Supplementary Materials: FineCLIPER: Multi-modal Fine-grained
CLIP for Dynamic Facial Expression Recognition with AdaptERs

Anonymous Authors

1 Introduction
The content of our supplementary material is organized as follows:
1) In Sec. 2, we present the information of demo, code, and variants
illustration for FineCLIPER;
2) In Sec. 3, we analyze two competitive baseline models;
3) In Sec. 4, we further analyze the proposed adaptive weighting
strategy;
4) In Sec. 5, we present detailed information regarding fine-grained
text descriptions of facial action movements.

2 Additional Information
Demo. We presented a simple demo in the compressed file to
facilitate a better understanding of our FineCLIPER.
Code. The main anonymous code is available at https://anonymous.
4open.science/r/FineCLIPER. The full version of the code, model
weights, and data will be publicly available upon the paper notifi-
cation.
FineCLIPER Variants. 1) FineCLIPER: The variant utilizes only
low-semantic level video frames along with PN (Postive-Negative)
descriptors for label augmentation; 2) FineCLIPER∗: Building upon
FineCLIPER, this variant incorporates middle-semantic level face
parsing and landmarks; 3) FineCLIPER†: Extending FineCLIPER,
this variant directly integrates high-semantic level fine-grained
descriptions of facial action changes; 4) FineCLIPER∗†: Expanding
on FineCLIPER, this variant includes both middle-semantic level
and high-semantic level information.

3 Competitive Baseline Analysis
S2D [1] achieved notable results with minimal tunable parame-
ters on the ViT-B/16 backbone. However, it is noteworthy that it
first undergoes pre-training on the Static Facial Expression Recog-
nition (SFER) dataset, specifically AffectNet-7 [5] (consisting of
283,901 training samples) for 100 epochs, before fine-tuning on the
DFER dataset. This pre-training step significantly contributes to its
performance;
A3lign-DFER [6], as the latest CLIP-based DFER model, predomi-
nantly relies on the CLIP-ViT-L/14 backbone to further empower
DFER from an alignment perspective. The training process is delin-
eated into three stages spanning a total of 100 epochs. Regrettably,
pertinent information regarding tunable parameters was not found
within its paper.

In contrast, our FineCLIPER model employs the CLIP-ViT-B/16
backbone and undergoes training solely on the DFER dataset for
30 epochs, achieving state-of-the-art performance with 13-20M
tunable parameters in both supervised and zero-shot settings.

4 Ablation of Adaptive Weighting
Due to the inherent correlation between the expanded multimodal
data, i.e., face parsing, landmarks, and fine-grained text, with videos,
this work endeavors to explore the feasibility of further modeling
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Figure 1: Comparison between our adaptive weighting strat-
egy and fixed weights on the DFEW dataset, where the x-axis
represents the weights of video features.

Please describe the facial feature changes in the video in detail.

Video-LLaMA: The video features a sequence of facial expressions starting with a man with 
a serious expression, followed byseveral diferent faces with expressions such as happiness, 
curiosity, confusion, and anger. One of the angryfaces is then repeated several times.
After that, the sequence ends with the same man with a serious expression once again. 
Overall, the changes infacial expressions add a dynamic feel to the video, with the emotions 
portrayed making it engaging andintriguing to the viewer.

VideoChat: The video shows a series of images of a person's face, with each image showing a 
different facial expression. The faciaexpressions range from a neutral expression to a smile, 
with some images showing a slight smile and others showinca full smile. The images are all 
taken from the same angle, with the person's face being the main focus. The video is ashort 
loop that shows the different facial expressions in quick succession.

VideoChat-2: The video shows a series of images of a person's face, with each imageshowing 
a different facial expression. The facial expressions range from aneutral expression to a smile, 
with some images showing a slight smileand others showing a full smile. The images are all 
taken from the sameangle, with the person's face being the main focus. The video is a 
shortloop that shows the different facial expressions in quick succession.

Video-LLaVA: In the video, the man is wearing a suit and tie, and his facial features are in 
motion.The man's eyes are looking to the left, and his mouth is slightly open. The man's 
eyebrows are raised, and his nose is slightly bent. The man's hair is neatly styled, and his 
facial hair is well-groomed. The man's overall appearance is professional and well.groomed, 
indicating that he is dressed for a formal event or a business setting.

Figure 2: Comparison of MLLM-generated captions for video.
Facial expressions related are highlighted in green.

faces using multi-modal data. In our proposed adaptive weighting
algorithm, we determine the fusion of features and the weighting
of the loss function adaptively by computing the similarity between
multi-modal features and label features. To further validate the
superiority of this strategy, we fix the weight of the video feature,
wv, ranging from 0.1 to 0.9, while evenly distributing the remaining
weight among the other three modal features, i.e., 1 −wv. As illus-
trated in Fig. 1, our proposed adaptive weighting strategy exhibits
greater stability and effectiveness compared to fixed weights.

Certainly, the fusion of features can be further optimized. The
simplicity of our fusion strategy in this study serves to further
substantiate the feasibility and potential of leveraging multi-modal

https://anonymous.4open.science/r/FineCLIPER
https://anonymous.4open.science/r/FineCLIPER
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Instruction: 
You are a facial expression analyst. Identify emotions by analyzing the detailed movements 
of various facial features (mouth, chin, eyes, etc.) and implied actions (breathing rate, gaze 
direction) across a sequence. Provide a detailed description of the movements of various 
facial features and implied actions concisely.

Example: 
[Input Video]: Initial neutrality transitions to anger; mouth corners downturn, chin 
protrudes, eyes narrow, gaze intensifies, and breathing appears heavier. 
Answer: Downward mouth, protruding chin, narrowed eyes, intense gaze, and heavy 
breathing collectively signify anger.

Requirements:
1. Format: [Detailed feature and action analysis].
2. Focus on detailed progression of multiple facial parts and implied actions to emotions.
3. Role: analyze nuanced facial and action cues.
4. Use the human-annotated video.
5. Don't include emotional words.
6. Max 100 tokens.

For the given video, human-annotation: {Label}

Figure 3: Text Prompt Demonstration

data for DFER. In future works, we intend to delve deeper into the
potential of feature fusion.

5 Fine-grained Text Generation
MLLM Selection. Considering resource consumption, we initially
evaluated several open-source Multi-modal Large Language Models
(MLLMs) capable of processing videos, namely Video-LLaMA [8],
VideoChat [2], VideoChat-2 [3], and Video-LLaVA [4]. To expedite
the assessment of their ability to comprehend facial videos, we
employed a simple prompt at this stage, i.e., "Please describe the
facial feature changes in the video in detail". As depicted in Fig. 2,
we highlight in green the descriptions of facial features outputted
by the four MLLMs. It is evident that Video-LLaVA, compared to
the other three, more accurately captures facial feature informa-
tion. Consequently, we adopt Video-LLaVA as our fine-grained
text generation model. Subsequent sections will elaborate on the
detailed text prompt and refinement process for fine-grained text
generation.
Prompt Design. With the advancement of large language models,
the significance of prompt engineering has become increasingly
apparent. Well-crafted prompts can significantly enhance a model’s
ability to generate responses tailored to specific tasks. As illustrated
in Fig. 3, in addition to explicit instructions, corresponding examples
are provided for themodel to reference and learn from. Furthermore,
to further standardize the model’s responses, six requirements are
delineated. Finally, considering that the model may describe actions
based on its analysis of facial expressions, ground truth labels for
each video are also provided for the model’s reference.
Text Refinement. Text refinement plays a pivotal role in our pro-
posed FineCLIPER framework. Specifically, we identify two cat-
egories of low-quality text: 1) Directly expressing emotions. For
example, stating "The man in the video wears a sad expression..."
This can lead to data leakage during the training process. 2) Indi-
rectly implying emotions. For example, stating "The man’s mouth is
slightly ajar, showing his teeth, and his eyes are narrowed, suggest-
ing a feeling of joy or amusement." Despite not explicitly containing
label information, such descriptions still pose a risk of potential
data leakage.

To this end, we introduce a two-stage heuristic process for
text refinement in this study, as outlined by [7], which comprises
text cleaning and counterfactual verification as illustrated in the
main content. Specifically, manual inspection involves the partic-
ipation of numerous master’s and undergraduate students with
backgrounds in psychology or computer science.
Generated Instances.As demonstrated in Fig.4, despite the careful
design of the prompt in Fig.3, emphasizing "Don’t include emotional
words," the generated text still contains several direct or indirect
emotional expressions, as highlighted in red. Subsequently, through
the implementation of the two-stage text refinement process, the
refined text predominantly encompasses facial features and implied
actions, as highlighted in bold. Such refined fine-grained text sig-
nificantly enhances and strengthens facial modeling from a high
semantic level. All the fine-grained descriptions, along with the
face parsing and landmarks data will be released after the paper
notification.
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Generated Text Refined Text
The man in the video displays a surprised expression. His 
eyes widen, and his eyebrows raise, indicating a sudden and 
unexpected event. The mouth remains slightly open, and the 
chin is slightly tuckedin, suggesting a momentary pause in 
speech or thought. The gaze direction is directed upwards, 
possibly towards the source of the surprise. Overall, 
thecombination of these facial features and implied actions 
conveys a sense of surprise and curiosity.

His eyes widen, and his eyebrows 
raise. The mouth remains slightly 
open, and the chin is slightly tucked 
in, suggesting a momentary pause in 
s p e e c h  o r  t h o u g h t .  T h e  g a z e 
direction is directed upwards.

Generated Text Refined Text
The man in the video displays a happy expression with a 
slight smile on his face. His eyes are bright and focused, and 
hischin is slightly uplifted. The man's gaze is directed 
towards the camera, indicating a friendly and approachable 
demeanor. The facial muscles are relaxed, and there is no 
indication of anger or any other negative emotion. The 
overall impression is oneof happiness and positivity.

His eyes are bright and focused, and 
his chin is slightly uplifted. The 
man's gaze is directed towards the 
camera, indicating a friendly and 
approachable demeanor. The facial 
muscles are relaxed.

Generated Text Refined Text
The woman in the video displays a sad expression. Her eyes 
appear to be downcast,and her eyebrows are furrowed, 
conveying a sense of sadness. The corners of her mouth are 
turned down, and her chin is slightly protruding, further 
emphasizingher sadness. Her gaze is directed downwards, 
and her breathing appears to be slower and more shallow, 
suggesting a sense of contemplation or introspection.The 
combination of these facial features and implied actions 
creates a poignantand emotionally charged scene.

Her eyes appear to be downcast,and 
her eyebrows are furrowed. The 
corners of her mouth are turned 
down,  and  her  c h i n  i s  s l i gh t l y 
protruding. Her gaze is directed 
downwards ,  and  her  brea th ing 
appears  to  be  s lower  and  more 
shallow.

Generated Text Refined Text
The man in the video is portrayed as sad, with his facial expression 
showing adownturned mouth, puffy eyes, and a furrowed brow. The 
man's gaze is directed downwards, and his chin is tucked in, 
further emphasizing his sadness. The impliedactions of his 
breathing appear to be shallow and slow, which is a common sign 
of emotional distress. The combination of these facial features and 
implied actions collectively convey a sense of sadness and 
vulnerability.

His facial expression showing a 
downturned mouth, puffy eyes, and 
a furrowed brow. The man's gaze 
is directed downwards, and his 
c h i n  i s  t u c k e d  i n .  T h e 
impliedactions of his breathing 
appear to be shallow and slow.

Figure 4: Examples of the generated text and the refined text.
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