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1 QUALITATIVE RESULTS

In this supplementary material, we provide further qualitative re-
sults to validate the effectiveness of the proposed method com-
pared to existing methods including ISBNet [3], SPFormer [5], and
MAFT [2].

ScanNetV2 [1]. As demonstrated in the top examples of Fig-
ure 1, there are instances of over-segmentation observed in the
chair outputs generated by the SPFormer [5] and MAFT [2] meth-
ods. Furthermore, in the bottom figure, both SPFormer [5] and
ISBNet [3] produce over-segmented instances with the class "wall"
(background). This indicates that incorporating spatial constraints,
the proposed box regularizer, improves segmentation accuracy, es-
pecially for nearby objects sharing the same label. Moreover, the
integration of low-scale superpoints with high-scale superpoints
helps remove background noise, thus reducing over-segmentation
in the results.

Similarly, in the top examples of Figure 2, it is observed that the
class "desk" is predicted as multiple distinct objects in the outputs
of ISBNet [3] and SPFormer [5]. This indicates that the sampling
algorithm used in ISBNet [3] is limited to large objects due to its
sampling radius. In addition, relying solely on high-scale super-
points, as in the approach of SPFormer [5], proves ineffective for
identifying large objects when distant superpoints lack tight con-
nections. Over-segmentation also occurs in the "wall" (background)
class for all three methods, ISBNet [3], SPFormer [5], and MAFT [2].
In the bottom examples of Figure 2, all compared methods exhibit
over-segmentation in the "wall" (background) and "sink" classes,
whereas the proposed method alleviates this issue, demonstrat-
ing the reliability of our model’s mask predictions supported by
bounding box information.

ScanNet200 [4] . The over-segmentation issue is also obvious in
the ScanNet200 benchmark [4]. In Figure 3, we compare our results
with those of ISBNet [3]. In the top examples of Figure 3, ISBNet [3]
show over-segmentation in the "door" class with interference from
background points. Similarly, in the bottom examples of Figure 3, IS-
BNet [3] encounters similar problems with the "curtain” and "piano"
classes due to the inflexible sampling radius in its algorithm. This
highlights the advantage of using multi-scale approaches, making
the proposed model more adaptable in detecting objects of various
sizes and thereby significantly improving performance.
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Figure 1: Qualitative comparison of the proposed model with other methods on ScanNetV2. The proposed method mitigates
inaccurate instance prediction by introducing a spatial regularizer that integrates scene-wise features and instance-specific

features.
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Figure 2: Qualitative comparison of the proposed model with other methods on ScanNetV2. The proposed method overcomes
over-segmentation problems by utilizing multi-scale feature representation and spatial constraints.
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Figure 3: Qualitative comparison of the proposed model with ISBNet on ScanNet200. The proposed method overcomes over-

segmentation problems by utilizing multi-scale feature representation and spatial constraints.
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