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Background Gene-centric vs variant-centric evaluation

> RIS CE OF LN MR E MED [SCE USASTEe) 1 RSl |l , Wil & » In the variant-centric approach the model is evaluated on
particular emphasis on self-supervised models trained without the use of

omics for supervision [3,4,5]. the embedding of the entire sequence.

» Recent benchmarking shows that embeddings from self-supervised * In a gene-centric approach the model is evaluated on a

models can be effective in causal variant prediction [2]. short embedding centered on the TSS of the gene.

« Linking non-coding variants to effector genes can lead to identifying : : :
: : . : a. variant-centric evaluation
mechanisms that drive disease but also enable discovery of novel drug
targets Causal Gene Non-causal gene

« Traditional benchmarking [1,2] falls short of evaluating downstream ‘ g | ~ One hot encoded DNA

Legend

. R 5 | L @ :
effects and rather focuses at the variant level. ,, L _ = LU

S rvised models AN, L Embeddin
2Upervised Models Variant embedding . Centred at variant location B 9
| Enhancer | ]' Gens — | Enhancer | DNA (includes both genes) | P I e

’ Supervised model ‘ J

| i Causal

'

AN 0”0 ¢ - b. gene-centric evaluation

N/ '

AN | ¢ %Cx}' CausaIGene ___________ Non-causal gene
Self-supervised models | s | == |
| Enhancer { Gene | [ Enhancer | DNA | ‘ ------------------------------------------

Model receptive field ) [ Model receptive field
o | (e mm | [ew] [ewims{ (S [ [ [ [mem(c | [E( | Centred at TSS location Centred at{TSS lacation
“ Self-supervised model ‘ E-:-ZLII -:-:‘_:-:-
Causal Not Causal
\_ B | (e (mm | (e [ewimw( [B] | [ [S{eumm(= (W] | J \_ J

Variant-centric benchmarking Gene-centric benchmarking

« (Causal variant prediction involves training a predictive model » We extended the variant-centric dataset [2] by adding
on top of embeddings of the reference and alternate examples of causal and non-causal genes.
sequences to predict whether the variant is causal. « Reference and alternate embeddings from major models
* A variant-centric benchmark was proposed by [2], where 1,3.4] were extracted as 384bp around the TSS: 3 bins
th dapted the SuSIE fi d variant- | 7 . '
Sy adapted the SUSIE Themapped variant-gens pair for Enformer and 384 bins for HyenaDNA and Caduceus.

dataset based on GTEX first used in the Enformer model [1]. _
. Whether a variant can alter any gene is in large part  Logged gbsolute dn‘ferencg of the reference and alternate
embeddings was used as input to an MLP.

dependent on local effect on a short regulatory sequence

(e.g. the binding site of a transcription factor). ° Th.e M.LP was t.rained usinlg a binary Cross-.entropy |
» We validated this by training a Basic CNN model using as objective function to predict whether a variant-gene pair
input a one-hot encoded sequence and a much smaller IS causal or non-causal.
receptive field compared to competing methods. e Self-supervised models produce useful embeddings for
Model Receptive field AUC this task, although a larger gap can be observed.
Basic CNN 1.5 kbp 0.695 HyenaDNA [3] Caduceus[4] Enformer [1]
*HyenaDNA [3] 131 kbp 0.706 -
. : Training 160 kbp 131 kbp 196 kbp
i Nufcleotld[es] 12 kbp 0.722 receptive field
ransformer
. : Inference 131 kbp 131 kbp 131 kbp
Nucleotll\IdTeKT[r;]nsformer 192 kbp 0.749 receptive field
TSS embedding span 384 bp 384 bp 384 bp
*Enformer [1] 196 kbp 0.755 e 067 0703 —
* Results taken from [2] ' ' '
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