
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

Supplementary Materials: Reliable Attribute-missing Multi-view
Clustering with Instance-level and Feature-level Cooperative

Imputation
Anonymous Authors

1 ADDITIONAL EXPERIMENTS
Due to space limitations, we present the results for the selected
two datasets BMNC-I and SMAGE-I in the main text, as they are
sufficient to illustrate the findings. In this section, we provide the
complete results of all experiments.

1.1 Additional Ablation Study
The results of the ablation experiments on the remaining four
datasets are consistent with the conclusion provided in the main
text, as is shown in Fig. 1. Removing any module results in varying
degrees of performance degradation, while the integration of all
modules significantly enhances clustering performance. The con-
sistent results across all datasets unequivocally demonstrate the
effectiveness and robustness of our proposed RAM-MVC.

BMNC-II PBMC SLN111 SMAGE-II
0.0

0.2

0.4

0.6
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1.0

A
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C

w.o. Guidance
w.o. Instance

w.o. Feature
RAM-MVC

Figure 1: The ablation study of the four remaining datasets.

1.2 Additional Convergence Study
The convergence results on the remaining four datasets demon-
strate a trend consistent with those described in the main text, char-
acterized by a rapid decline followed by subsequent stabilization,
as is shown in Fig. 2. Convergence is typically achieved within two
iterations for most datasets, and extends to three iterations for the
SMAGE-II dataset. In summary, the experimental data definitively
confirm the convergence of our RAM-MVC model.

1.3 Additional Parameter Analysis
The results of the parameter sensitivity analysis correlate with our
previous findings, as is shown in Fig. 3. Parameter sensitivity proved
more pronounced for 𝜆 than for 𝑡 , indicating the necessity for care-
ful calibration of 𝜆. It is important to ensure optimal performance
through the selection of a suitable interval for 𝜆.

(a) BMNC-II (b) PBMC

(c) SLN111 (d) SMAGE-II

Figure 2: Objective function values recorded at each iteration
for the four remaining datasets.

(a) BMNC-II (b) PBMC

(c) SLN111 (d) SMAGE-II

Figure 3: Parameter sensitivity analysis of the four remaining
datasets.
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(a) BMNC-I: NMI (b) BMNC-II: NMI (c) PBMC: NMI (d) SLN111: NMI (e) SMAGE-I: NMI (f) SMAGE-II: NMI

(g) BMNC-I: Purity (h) BMNC-II: Purity (i) PBMC: Purity (j) SLN111: Purity (k) SMAGE-I: Purity (l) SMAGE-II: Purity

(m) BMNC-I: ARI (n) BMNC-II: ARI (o) PBMC: ARI (p) SLN111: ARI (q) SMAGE-I: ARI (r) SMAGE-II: ARI

Figure 4: Parameter sensitivity analysis of the proposed RAM-MVC on all six datasets using NMI, Purity, and ARI metrics.
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Figure 5: The ablation study conducted across all six datasets
using NMI metrics.

2 COMPREHENSIVE ASSESSMENT OF
RAM-MVC USING OTHER METRICS

In our experiments, we employ not only the ACCmetric but also ad-
ditional evaluation metrics such as NMI, Purity, and ARI to provide
a comprehensive assessment of our model.

2.1 Comprehensive Parameter Analysis
As shown in Fig. 4, we present the complete results of the param-
eter analysis experiment. These results are evaluated across six
datasets using NMI, Purity, and ARI metrics, providing comprehen-
sive insights. Observing all these figures, a unified trend emerges: 𝜆

BMNC-I BMNC-II PBMC SLN111 SMAGE-II SMAGE-I
0.0
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Figure 6: The ablation study conducted across all six datasets
using ARI metrics.

exhibits parameter sensitivity, and variations in parameter ranges
significantly impact clustering performance.

2.2 Comprehensive Ablation Study
Furthermore, we supplemented our findings with ablation experi-
mental results based on NMI and ARI, shown in Fig. 5 and Fig. 6,
demonstrating our proposed module’s effectiveness more compre-
hensively.

3 PROVIDED CODE
We provide the code of RAM-MVC in the supplemental material.
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