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Model PSNR SSIM
base 26.09 0.944
sign 26.54 0.946

sign st.gr. 26.06 0.944
Hamming 26.58 0.946
random 17.65 0.697

Figure 3 & Table 3: A table beside a figure

the channels by this factor of 32. It becomes evident that around D = 512, a practical
improvement of ⇡ 15⇥ could be achievable with binary matrix multiplication within the
attention computation. More analyses on di↵erent platforms are found in the appendix.

4. Discussion and Conclusion

This work demonstrated, as a first, the feasibility of fully 1-bit di↵erentiable attention
computation in forward and backward pass for long-range transformers in the context of
medical imaging.
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