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Exemplary MACs for single transformer layer, with batch-size=1, 
N=2’048, D=384 and 6 heads. Combining a 4x reduction of the 
value tensor with the proposed Hamming Attention leads to a 
substantial complexity reduction, where now the MLP (with 4x 
channel expansion) dominates.


