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Summary

Topological data analysis uses tools from topology to create representations of data. In particular, in persistent homology, one studies
one-parameter families of spaces associated with data, and persistence diagrams describe the lifetime of topological invariants, such
as connected components or holes, across the one-parameter family. In many applications, one is interested in working with features
associated with persistence diagrams rather than the diagrams themselves. In our work, we explore the possibility of learning several
types of features extracted from persistence diagrams using neural networks.

Learning pipeline

Methods and experiments

We use the data sets MNIST and CIFAR-10 and train neural net-
works on three different types of tasks, which consist in mapping:

1. Images to binary features of their persistence diagrams.

2. Cubical complexes to binary features of the persistence diagrams.

3. Images to tropical coordinates of their persistence diagrams.

Experiments

Conclusion

•Using the MNIST and CIFAR-10 data sets, we show that we can train neural networks to compute several types of features of
persistence diagrams. In our experiments a trained CNN can produce approximate values of persistence diagram features in 0.005s,
which take 3s to compute with traditional methods.

•Two typical applications of TDA are homological inference and classification. In ongoing work, we are working on substituting the
exact features with the approximations obtained by neural networks and evaluating how competitive they are. We suggest that
neural networks (and GPUs) can be exploited to compute topological features for data sets that are traditionally computationally
expensive, such as large 3D point clouds and 3D images.
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