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A Proofs
Lemma 15 (A one-step good policy is close to optimal). Let A(h) = |V;*(h) — V{"(h)| with
he(AxE)Y fort >ty e N
If Ef|maxQF(h,a) — V(W) < B Vi > o
and Ef[max, ) &(elha)A(hae)] < (1 + )Ef A(hae) Vt > tg

then EFA(h) < % Yt >ty provided 1+a <1/y

Proof. Let § := sup;s,, EA(h), where h € (A x €)' and E is short for E7.
EA(R) = ’mgx Qi (h,a) — VT ()|
= ]E‘ max QZ(h7 a) — max Qg(h, a) + max Qg(h, a) — Vg(h)‘
< E| max Q7 (h,a) — Vg(h)‘ +E| max Q¢ (h, a) — max QZ (h,a)|

)

A

B+ E‘ mgxz &(elha) (r +~VE (hae)) — mngf(e\ha) (r +~V{ (hae)) ‘
< B+E maxz (elha)|Ve (hae) — V™ (hae)|
< B+v(1+ a)EA(hae)
Taking sup;,, on both sides implies & < 8+ (1 + «)d implies § < /(1 —~y(1+«)). O O
Lemma 17 (Ef — 0 implies E] — 0). If 7 is such that
Eg [Vg(hq) - Vg(hq)} —0 as t— oo.
then for all p € M we have

EL [Vg*(h<t) - Vgﬂ(hq)} —0 as t— oo.

Proof.

1

By (Ve (hae) =V (he)] < 0 EE

WV (het) = V& (het)] =0
by the dominance of £(-) > w(u)u(-). O
Lemma 20 (V7 — V{ implies V7' — V;7 in p-expectation). If 7 is such that for all i € M
ET [Vg/(hq) - w(h<t)] 0 as t— oo
and Do (™ , €™ |het) — O p™-almost surely then we have
Ej {Vfl(h@t) — VJ(hq)} —0 as t— oco.
Proof.
By [V (het) = Vi ()]
= B} (V7 (het) = V& (hat) + VE (het) = VE (ht) + VE (het) = Vi ()]

<} |1V (het) = VE (he)l] + B [IVE (het) = VE (he)l] + B [IVE (het) = Vi (h<o)]
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The second and third term go to 0 as ¢ — oo by the assumptions and Lemma 3 with Lemma 13. The
first term goes to 0 as Do (1™ , €™ |h<y) — 0 ™ -almost surely implies E7 {Dm(u”/, € hey)| — 0
and we have BT [V (h,) — Vg/(hq)@ <E7 [Doo(m’,gw’|h<t)]

O

Theorem 22 (Self-AIXI is Self-optimizing). Let p be some environment. If there is a policy
m and a sequence of policies 71,73 . .. all contained within P such that for all t,h; we have

Ve (het) > VI (het) — € with e, — 0, and for all v € M

V¥ (het) =V (het) =0 as t— 0o p™-almost surely 4)

then
Vilhet) = V]IS (het) =0 as t — oo p”-almost surely

If m = mg and Equation 4 holds for all n € M, then g is strongly asymptotically optimal in the
class M.

Proof.

0 < w(plhet) (Vi (hat) = Vi (het)) ®)

< wwlher) (V) (hee) = Vo (het)) (6)
veM

= > wlhe)V; (hat) = VI (het) @)
veM

< Y wwlhe) Vi (hat) = VE (hat) (8)
veM

< wwlhe)Vy (har) = VI (hat) + € ©
veM

— Z w(v|hey) (Vi (hey) = V] (het)) + € (10
veM

—0 (11)

Equation 6 comes from adding positive terms. Equations 7 and 10 comes from the linearity of the
value function. Equation 8 comes from 7g being one step optimal then following ¢ and . Equation 9
comes from the assumptions. Lastly, 11 comes from Equation 4 and [14, Lem.5.28lii].

w(plh<t) - 0 as hey is generated from p™ (for more details see Self-Optimizing proof in [14]).
Therefore V,; (h<t) — VI (h<t) — 0 p”-almost surely.

O
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