
1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

66

67

68

69

70

71

72

73

74

75

76

77

78

79

80

81

82

83

84

85

86

87

88

89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

106

107

108

109

110

111

112

113

114

115

116

ShiftMorph: A Fast and Robust Convolutional Neural Network for
3D Deformable Medical Image Registration

Anonymous Authors
ABSTRACT
Deformable image registration (DIR) is crucial for many medical
image applications. In recent years, learning-based methods utiliz-
ing the convolutional neural network (CNN) or the Transformer
have demonstrated their superiority in image registration, dom-
inating a new era for DIR. However, very few of these methods
can satisfy the demands of real-time applications due to the high
spatial resolution of 3D volumes and the high complexity of 3D
operators. To tackle this, we propose losslessly downsampling by
shifting the strided convolution. A grouping strategy is then used
to reduce redundant computations and support self-consistency
learning. As an inherent regularizer of the network design, self-
consistency learning improves the deformation quality and enables
halving the proposed network after training. Furthermore, the pro-
posed shifted connection converts the decoding operations into
a lower-dimensional space, significantly reducing decoding over-
head. Extensive experimental results on medical image registration
demonstrate that our method is competitive with state-of-the-art
methods in terms of registration performance, and additionally, it
achieves over 3× the speed of most of them.

CCS CONCEPTS
• Computing methodologies→ Computer vision problems.

KEYWORDS
Deformable image registration, Fast, Robust, Shift, Self-consistency

1 INTRODUCTION
Image registration is commonly used in various biomedical ap-
plications, such as surgical guidance, histological imaging, and
neurosurgery. This technique is often used as a preliminary step,
particularly in applications that involve multiple misplaced images.
For instance, registration is highly valued in surgical navigation
systems for its potential to reproduce high-quality intraoperative
images [4, 15, 26]. Image registration usually involves two stages,
i.e., affine image registration (AIR) and deformable image registra-
tion (DIR). AIR aligns view perspectives through scaling, translation,
and rotation in rigid scenarios [7, 11, 34, 43]. Nevertheless, DIR has
to be conducted to align anatomical structures accurately because
of continuous deformations of soft tissues and organs within the
human body.
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Figure 1: Four pipelines of learning-based DIR. The proposed
(bottom) one has both robust and high-efficiency advantages.

Mathematically, DIR can be reduced to optimizing the defor-
mation field that specifies a warping destination for each voxel.
Previous studies have devised numerous non-rigid deformation
models grounded in diverse theoretical frameworks. Thereinto,
traditional machine learning methods [3, 41, 47, 49] iteratively op-
timize deformation fields based on hand-crafted energy functions.
These techniques typically require numerous iterations to achieve
desirable registration outcomes, resulting in low computational
efficiencies.

In recent years, the boom of deep learning has opened up new
avenues for image registration. Many learning-based techniques
[2, 9, 11, 20, 33, 50] have now been introduced to enhance registra-
tion quality. However, most existing methods still can not fulfill
the requirements of real-time scenarios, especially when handling
3D medical images. Despite GPU support, the inference time often
remains impractical for time-critical applications, primarily due
to the high resolution of 3D volumes and the high computational
complexity of 3D operators. Seriously, the computational overhead
explodes significantly as the resolution scales up. The computa-
tional modules at the top resolution level occupy the most inference
time. Therefore, downsampling has to be used to reduce the image
scale for some high-complexity models [29, 44, 53]. Some works
[22, 46, 49] instead restrict the representation space of deformation
fields. However, they cost the price of reduced image information
or model capacity, as shown in Fig. 1.

Naively downsampling can cause a notable degradation in reg-
istration performance. The non-invertible downsampling process
inevitably loses partial image details. To tackle this, we introduce
the particular property of the strided convolution, i.e., the out-
come sequence varies with the convolutional starting point. Hence,
shifting the input sequence leads to distinct encoding results, thus
complementing the missing information caused by scaling down.
We then propose grouping the features according to their shift-
ing behaviors, offering a basis for self-consistency learning. When
merged within groups, the shifted encoding features can effectively

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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(a) The network architecture of ShiftMorph.
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Figure 2: The overall architecture of ShiftMorph and the companion modules. The parameters within brackets indicate
the kernel size and stride. The shifted embedding outputs eight feature tensors for each volume pair. These features are
encoded through four convolutional blocks whose outputs are then merged within groups and concatenated to lower-level
deconvolutional blocks. Average pooling is used only in the first three convolutional blocks. The registration head produces
two deformation fields for the corresponding groups through two consecutive convolutional blocks and one plain convolution.
Note that the input volume pair of the second group is reversed, resulting in an inverse registration direction. The two outcomes
of the registration head are ultimately scaled up to match the original resolution.

remove redundant computations and improve robustness. Eventu-
ally, the grouping strategy and self-consistency learning allow for
the trained network to be pruned by half after training without
compromising the registration performance. Additionally, shifted
connections restrict the decoding process in lower-dimensional
spatial space, further accelerating the proposed network.

To summarize, the network proposed in this study is referred
to as ShiftMorph, and the major contributions of this paper are as
follows:

• We propose a lossless embedding module to reduce the spa-
tial resolution and preserve image information simultane-
ously. We then present the companion modules, including
feature grouping, group merging, and shifted connection,
for fast and robust 3D image registration.

• Self-consistency learning, derived from our model design, as-
sists in training the network and restricting the deformation
difference between groups. The network can then be cut in
half by discarding one group after training, thus doubling
the throughputs of the proposed network.

• Extensive experimental results demonstrate the superiority
of the proposed method in both runtime and registration
performance. Our method achieves a significant speedup

over state-of-the-art methods without compromising the
registration quality.

2 RELATEDWORK
2.1 Deformable Registration
DIR is a voxel-level (or pixel-level for a 2D scenario) task that
estimates a new coordinate for each voxel. Afterward, the moving
image is warped and registered by interpolating under the obtained
coordinate grid, which can be expressed as 𝐼𝑤 = 𝜙 ◦ 𝐼𝑚 . Here, 𝐼𝑚 ,
𝐼𝑤 , and 𝜙 represent the moving image, the warping result, and the
deformation field, respectively. Commonly, deformation refers to
a natural process of continuity, differentiability, invertibility, and
strong local consistency. As a result, the objective function for
solving a registration problem typically consists of two terms:

min
𝜙

Lsim (𝐼𝑓 , 𝜙 ◦ 𝐼𝑚) + 𝜆Reg(𝜙), (1)

where 𝐼𝑓 is the fixed target image; Lsim (·), as a similarity metric,
penalizes the distance between the registered image pair; Reg(·)
imposes extra constraints based on a priori knowledge of the defor-
mation. Due to the physical nature of deformation, many methods
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[5, 10] employ the diffusion energy and bending energy to regular-
ize the first and second derivatives of displacement fields, promoting
smooth deformation.

2.2 Diffeomorphic Deformation
Image registration is often utilized to facilitate information fusion
for multiple images [21, 45], highlighting the importance of preserv-
ing topological structures. Thus, DIR often necessitates a delicate
balance between registration precision and diffeomorphism. Well-
designed regularization can somewhat avoid destroying topological
structures by voxel folding, but there is usually no guarantee of
diffeomorphism. To tackle this, the Lie group has to be introduced
to ensure diffeomorphic deformation. Let deformation be the con-
tinuous motion within a time interval, i.e., 𝑡 ∈ [0, 1]. 𝜙𝑡 represents
the deformation field at a given time 𝑡 . Assume that the velocity
field, denoted by 𝑣 , is stationary, which holds 𝑣𝑑𝑡 = 𝑑𝜙𝑡 . In particu-
lar, 𝜙𝑡=0 = id is an identity map. Then, the exponential map of the
velocity field is defined by:

exp(𝑣𝑡) = lim
𝑛→∞

(id + 𝑣𝑡

𝑛
)𝑛, (2)

which splits the deformation into 𝑛 equivalent minimal motions
over 𝑡

𝑛 . Thus, 𝜙𝑡 belongs to a Lie group that holds 𝜙𝑡 = exp(𝑣𝑡) and
𝜙𝑡1+𝑡2 = exp(𝑣𝑡1) ◦ exp(𝑣𝑡2). As long as each sub-deformation is
sufficiently small, the integrated deformation can be ensured to be
diffeomorphic. Ultimately, 𝜙1 can be derived recursively through
𝜙𝑡 = 𝜙𝑡/2 ◦ 𝜙𝑡/2, which is the widely applied squaring and scaling
(SS) skill [1, 9, 32].

2.3 Learning-based Deformable Registration
Learning-based methods have been driving the advancement of DIR
for years due to their capability of generalizing knowledge from vast
amounts of data. These methods can be trained efficiently in end-
to-end manners with appropriate loss functions. Currently, there
are two main categories of registration networks according to their
computational modules, i.e., CNN-based methods and Transformer-
based methods. Both of the two types of registration networks
commonly adopt UNet-like architectures [35] to produce deforma-
tion fields by incorporating a final registration head [2, 6, 37, 46].
Some studies [20, 28, 29, 39] propose refining the deformation field
progressively, which is beneficial for addressing large deformations.
Jia et al. [22] utilize the band-limited Fourier domain to represent
displacement fields in a low-dimensional space. Kim et al. [24] pro-
pose employing cycle consistency to enhance topology preservation.
Zhou et al. [52] and Vray et al. [42] utilize the technique of knowl-
edge distillation to improve network efficiency and registration
performance. The networks proposed by Chen et al. [5, 6, 38, 48, 53]
introduce the widely applied self-attention mechanism to enlarge
reception fields, achieving state-of-the-art registration performance.
TransMatch [8] performs feature matching between the misplaced
image pair with a modified cross-attention mechanism. Most of
the Transformer-based methods adopt the attention technique of
Swin-Transformer [27] due to the high resolution of 3D medical
volumes.

3 METHODOLOGY
Although the existing methods have significantly improved reg-
istration performance, their computational complexities remain
infeasible to deploy in real-time medical devices. Based on our ob-
servation that most computational latencies stem from the upper
encoders and decoders, the main idea of this study is to sink the
computation of the network down to a lower resolution while still
maintaining high registration performance. The overall architecture
and the proposed modules are illustrated in Fig. 2.

3.1 Shifted Embedding
A 1D sequence can be cut in half through the 1D convolution with a
stride of 2, commonly used as a learnable downsampling approach.
However, this process inevitably incurs image degradation and
information loss, which is not invertible, making it impossible to
recover the original information completely. Essentially, the strided
convolution skips parts of the sliding positions, thus obtaining a
shorter scanning path. The missing sliding positions can be directly
recovered through shifting. As illustrated in Fig. 3, two different
paths are derived by shifting the starting point, leading to distinct
kernel coverages and convolutional outputs. Hence, the 1D stride-2
convolution can produce two different downsampling sequences,
effectively filling in the missing details caused by resolution reduc-
tion. When extended to the 3D convolution, eight shifting options
are available on the cubic grid.

2D 

3D 

1D 1

2

3

4

5

6

1

2

3

4

5

6

Figure 3: Two different scanning paths of the 1D stride-2 con-
volution. The left path is {1, 3}, whereas the right one is {2, 4}.
The number of shifting options is 4 for the 2D convolution
and 8 for a 3D scenario.

Based on this, a lossless downsampling operator is obtained
by shifting the input images and acquiring multiple encoding se-
quences through the stride-2 convolution. We utilize this approach
to construct the shifted embedding, which serves as the kernel
module of the proposed network. As shown in Fig. 2b, the input
image pair is concatenated and shifted along three directions to
produce eight data volumes. The stride-2 convolution is then used
to reduce the resolution to 1

2 . Nonetheless, this module actually per-
forms pseudo-downsampling that grafts the spatial dimension onto
the batch size. The complexity of network computation remains
unchanged. Thus, we propose the complementary techniques of
feature grouping and group merging to achieve efficient registra-
tion.

3.2 Feature Grouping and Group Merging
As commonly known, the local intensities of a natural image are
highly correlated, which limits the encoding differences of the eight
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shifts. In the decoding stage, i.e., the right part of Fig. 2a, which is
comparatively costlier than encoding, reserving all these feature
tensors is unnecessary. A better deal is to perform mean estimation
as it can markedly reduce computational overhead and boost the
feature representations.

Therefore, we divide the eight feature tensors into two groups
according to their convolutional starting points. Fig. 2b displays
that every four features with the same color are grouped together.
Precisely, four shifting destinations of one group are positioned
near the starting point, whereas others are far from it. The shifting
step is minor, no greater than 1. Consequently, the two group-wise
mean estimates exhibit a high level of consistency, thereby provid-
ing a basis for conducting self-consistency learning. In addition,
averaging significantly reduces feature variance, demonstrating
strong robustness.

During decoding, we initially perform averaging within groups
to reduce the eight feature tensors to only two, thereby reducing
the decoding overhead to 1

4 . Even though the encoding stream costs
the same as before, the proposed shifting and grouping strategies
significantly accelerate our network, in view of the fact that de-
coders of a UNet-like network are usually more expensive than
encoders.

3.3 Shifted Connection
The typical implementation of the decoder with a skip connection
can be formulated by:

𝑓 2𝑟dec =𝑊𝑇
dec (𝑓

𝑟
enc ⊕ 𝑓 𝑟dec), (3)

where ⊕ and𝑊𝑇
dec represent concatenating and decoding, respec-

tively; 𝑓 𝑟enc and 𝑓 𝑟dec denote the encoding and decoding outcomes
at the resolution scale of 𝑟 . The skip connection concatenates the
decoding features with the encoding features at the same resolution
level, which is time-consuming due to the concurrent expansion
of channels and spatial resolution. We propose shifting the skip
connection down to obtain an even cheaper decoder, i.e., the shifted
connection in Fig. 2d. The shifted connection densely connects the
decoding features with the downsampled features from the upper
encoder, as expressed by:

𝑓 2𝑟dec =𝑊𝑇
dec (𝑊down 𝑓

2𝑟
enc ⊕ 𝑓 𝑟dec), (4)

where𝑊down represents downsampling. As a result, feature con-
catenations are ahead of upsampling; the decoder operates in a
lower-dimensional space, further reducing the computational com-
plexity. Besides, this design is of lower rank than the classical skip
connection, which is beneficial for filtering out noise and redundant
features [14, 23].

3.4 Self-Consistency
Due to the grouping strategy, the final registration head of Shift-
Morph can produce two deformation fields for each image pair, as
depicted in Fig. 2a. These two fields, denoted by 𝜙 and 𝜙 , represent
the deformation of an approximately identical voxel grid. In view
of this, a reasonable assumption is made that 𝜙 and 𝜙 are highly
consistent. We then reverse the registration direction of the second
group, thus obtaining 𝜙−1. To promote natural deformations, an
extra regularizer is introduced to approximate the identity map by

composing 𝜙 and 𝜙−1, which is expressed by:

Lconsis = ∥𝜙 ◦ 𝜙−1 − id∥22 . (5)

This regularization term, namely self-consistency learning, aids in
model training and enhances the quality of deformation fields. In
addition, the restricted difference between𝜙 and 𝜙 offers a potential
for removing one feature group after training.

3.5 Halved Network
In the training stage, both groups are needed for computing 𝜙 and
𝜙 . Alternatively, either 𝜙 or 𝜙 can be used for testing due to self-
consistency learning, which implies that we can discard one group
naively after training. This paper only reserves the group near the
starting point and uses 𝜙 to perform registration in testing cases.
Hence, the overall computational burden of ShiftMorph can be
reduced by half, achieving a 2× speedup on top of the complete
implementation of ShiftMorph.

3.6 Recurrent Registration
A plain CNN tends to be weak in capturing long-distance correla-
tions. Without special designs, these networks are prone to failure
in the case of large deformation. This topic is beyond the focus of
this paper. As an alternative, we start with𝜙 (0) = id and recurrently
warp the moving image multiple times as follows:

𝜙 (𝑛) = ShiftMorph𝜃 (𝐼𝑓 , 𝜙 (𝑛−1) ◦ 𝐼𝑚) ◦ 𝜙 (𝑛−1) . (6)

𝜃 denotes the learnable parameters of ShiftMorph.

3.7 Loss Functions
As presented in Eq. (1), the deformation loss used in this paper con-
sists of two terms based on the image similarity and the smoothness
of the deformation field.

Image Similarity Metric.Mean square error (MSE) is a com-
mon metric for quantifying the similarity between the model out-
put and the ground truth in generative tasks, such as denoising
and super-resolution [30, 40, 51]. However, MSE is sensitive to the
voxel intensity. The image pairs in registration tasks often hold
weak voxel-wise consistency, thus limiting the effectiveness of
MSE in training registration networks. Instead, normalized cross-
correlation (NCC) is not sensitive to the voxel intensity and is
preferable for measuring texture and structure similarities. NCC
can be formulated as:

NCC(𝑥,𝑦) = Cov(𝑥,𝑦)Cov(𝑥,𝑦)
Var(𝑥)Var(𝑦) , (7)

where Cov(·) and Var(·) respectively estimate the covariance and
variance of the input sequence. Local NCC (LNCC), which estimates
the covariance and variance within a local patch, is a more common
choice when dealing with image data.

Smoothness Regularization. The smoothness of deformation
is encouraged by its physical nature. Let 𝑢 represent the displace-
ment field of a 3D image that holds𝜙 = id+𝑢 and∇𝑖𝜙 = 1+∇𝑖𝑢,∀𝑖 ∈
{𝑥,𝑦, 𝑧}. ∇𝑥 , ∇𝑦 , and ∇𝑧 are the Laplacian operators estimating the
spatial gradients along three directions. We utilize the diffusion
energy to penalize the spatial gradients of the output displacement
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Table 1: Comparison of runtime and registration performances on two Brain MRI registration benchmarks. CTPP and GTPP
represent the registration time per image pair on the CPU and GPU, respectively. Rankings are superscripted on the right.

Runtime Performance OASIS IXI
Params (M) MACs (G) CTPP (ms)↓ GTPP (ms)↓ Dice↑ HD95↓ Folds (%)↓ Dice↑ HD95↓ Folds (%)↓

TransMorph 46.6 723 43124 1897 0.82123 2.07523 1.12988 0.74326 3.73596 1.94978
TransMatch 70.7 753 67368 2828 0.81484 2.10054 0.93846 0.74374 3.71645 1.74907
VoxelMorph 0.3 514 25533 1345 0.79628 2.39499 1.30279 0.72049 3.89648 2.17609
LapIRN 1.2 1067 50136 1586 0.81196 2.20527 1.08507 0.74087 4.04889 1.71406
PCNet 4.4 1982 192759 6809 0.82412 2.01162 0.06032 0.75022 3.59403 0.32392
FourierNet 4.1 170 11012 523 0.79479 2.25238 0.45573 0.74058 3.46672 0.44963
ShiftMorph 6.7 164 9111 391 0.81167 2.11246 0.77865 0.74345 3.64644 1.49935
ShiftMorph-diff 6.7 164 53967 402 0.81225 2.10065 0.02311 0.74763 3.41311 0.04801
ShiftMorph × 3 6.7 493 46345 1274 0.82661 1.97711 0.47364 0.75101 3.75027 1.07644
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(b) Results on the IXI dataset.

Figure 4: Violin plots with twin axes illustrating score distributions evaluated on two brain image registration tasks. Note
that the HD95 axis is inverted for better visualization. ShiftMorph exhibits good registration performance and generalization
ability, as proven by the highly clustered Dice and HD95 scores and consistent distribution shapes.

field, as formulated by:

LGrad (𝜙) =
1
3

(
∥∇𝑥𝜙 − 1∥22 +



∇𝑦𝜙 − 1


2
2 + ∥∇𝑧𝜙 − 1∥22

)
, (8)

Keypoint Correspondence Supervision. Keypoint correspon-
dences can be used as the ground truth to supervise deforma-
tion estimation. In this case, target registration error (TRE) is em-
ployed for supervised training. Consider two point clouds with 𝑘

matched point pairs of the fixed and moving image, denoted by
𝑃𝑓 = {𝑥1, 𝑥2, · · · , 𝑥𝑘 } and 𝑃𝑚 = {𝑦1, 𝑦2, · · · , 𝑦𝑘 }. The TRE loss is
then calculated as:

LTRE =
1
𝑘

𝑘∑︁
𝑖

∥𝑥𝑖 − 𝑦𝑖 ∥2 (9)

Incorporating the aforementioned self-consistency, the com-
bined loss function of this paper is as follows:

L = − LLNCC (𝐼𝑓 , 𝜙 ◦ 𝐼𝑚) + 𝛼LTRE (𝑃𝑓 , 𝜙 ◦ 𝑃𝑚)

+ 𝜆LGrad (𝜙) + 𝛾Lconsis (𝜙, 𝜙).
(10)

4 EXPERIMENTS
4.1 Experimental Settings
Baseline Methods. We evaluate two Transformer-based methods
and five CNN-based methods, including TransMorph [5], Trans-
Match [8], VoxelMorph [2], VoxelMorph++[16], LapIRN[33], PCNet
[29], and FourierNet [22], in comparison with ShiftMorph. There-
into, PCNet, TransMorph, and TransMatch are the current state-of-
the-art learning-based methods. VoxelMorph is a classical method
and has been widely applied. VoxelMorph++ with spatial search
for keypoint displacements is an improved version for supervised
learning with keypoint correspondences. The original implemen-
tation of PCNet is based on TensorFlow. We reimplement it under
the PyTorch framework to ensure a fair comparison. All the other
methods are trained using the published source codes.

ImplementationDetails.Three versions of the proposedmethod
are implemented in this paper, including ShiftMorph, ShiftMorph-
diff, and ShiftMorph×3. ShiftMorph-diff employs the squaring and
scaling skill to improve the diffeomorphism of the resultant defor-
mation field through 7 iterations. ShiftMorph×3 recurrently warp
the moving image three times and output 𝜙 (3) following Eq. (6).
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Figure 5: Qualitative comparison of the warped brain slices and the deformation fields in normal and noisy (SD = 30) cases.
The Dice scores are marked in green. The folded voxels and the fraction are marked in red. The registration results of our
method are in the best accord with the target image and exhibit minimal noise effect, maintaining good shape continuity in the
warping results and high smoothness in the deformation fields.

Parameter Settings. The proposed method and the comparison
baselines are trained under the same experimental settings for a fair
comparison. We set 𝛼 = 1 for supervised training if correspondence
labels are available; otherwise, TRE loss is not involved. We follow
a common setting of 𝜆 = 1 without hyperparameter fine-tuning for
all the comparing methods. 𝛾 = 0.01 is used only for ShiftMorph
with self-consistency learning. The Adam optimizer [25] with a
learning rate of 0.0001 is utilized for training. The learning rate is
adjusted by a cosine annealing schedule with a maximum epoch of
300. All the experiments are conducted using an Intel Xeon Silver
4314 CPU and a 24G NVIDIA Geforce RTX 3090 graphics card.

Evaluation Metric. The Dice similarity coefficient (DSC) and
Hausdorff distance (HD) are utilized to measure the registration
accuracy of each anatomical structure. DSC calculates the degree
of overlap of segmentation labels after deformation. The HD score
measures the shape distance between the warped image and the
target image from being isometric. We use the 95th percentile HD to
mask out outliers, namely HD95. Topological preservation should
also be emphasized to protect the original information of the mov-
ing image. To this end, the Jacobian Determinant (JacDet) is utilized
to examine whether a voxel is folded by warping. ∇𝑥𝜙 (𝑝), ∇𝑦𝜙 (𝑝),
and ∇𝑧𝜙 (𝑝) represent 3 directional vectors determining the 𝑝-th
minimal cube in𝜙 . The determinant, i.e., |∇𝑥𝜙 (𝑝),∇𝑦𝜙 (𝑝),∇𝑧𝜙 (𝑝) |,
calculates the volume of this cube. A non-positive volume value
indicates that the corresponding voxel is flipped over or folded
after deforming, losing its original topological structure. Thus, the
degree of topology destruction is measured using the percentage
of voxels with a non-positive JacDet.

4.2 Unsupervised Brain MRI Image Registration
In this section, we evaluate the registration performance in inter-
patient and atlas-based brain magnetic resonance imaging (MRI)
registration tasks.

For inter-patient registration, we utilize the OASIS dataset [19,
31] acquired from the 2021 Learn2Reg challenge [18], which con-
sists of 451 brain T2-weighted MRI images. The Learn2Reg official
split contains 394, 19, and 38 images for training, validation, and
testing. The segmentation labels of testing images are not available.
Thus, we conduct the testing stage on the validation set instead.

For atlas-based registration, we choose the IXI dataset1, a com-
monly chosen benchmark. In this experiment, the brain atlas image
is used as the source image, whereas patient images act as the tar-
get images. The IXI dataset consists of 414 brain MRI images that
are T1-weighted. The original MRI scans are preprocessed using
FreeSurfer [13] through a stream that includes skull stripping, spa-
tial normalization, labeling, and others. We adopt the same split
used by TransMorph [5], which contains 403 images for training,
58 for validation, 115 for testing, and one atlas image. Each image
undergoes voxel-wise labeling for 30 anatomical structures.

The first part of Tab. 1 displays the runtime performance of reg-
istering images sized 160 × 192 × 224 from the two datasets. The
Transformer-based methods own large amounts of parameters and
multiply-accumulate (MAC) operations, whereas CNN-based meth-
ods tend to be faster and contain fewer parameters. Most of the
comparing methods incur high latencies exceeding 0.1s, leading to

1https://brain-development.org/ixi-dataset/
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Table 2: Comparision of runtime and registration performance for lung CT images sized 160 × 128 × 160 in the Lung250M-4B
dataset. The left part presents the required training time, memory usage, and inference time per pair on the GPU. TRE opt.
represents the TRE score after instance optimization.

Runtime Performance Validation Testing
Tr. Time (h) Tr. Mem. (GB) GTPP (ms) TRE (mm) TRE opt. (mm) Folds (%) TRE (mm) TRE opt. (mm) Folds (%)

TransMorph 7.50 8.25 867 5.11657 2.58718 1.19518 5.67407 2.33897 0.56188
TransMatch 7.58 9.25 1038 6.44679 3.22189 0.55327 7.67179 4.21529 0.27117
VoxelMorph++ 5.92 7.91 715 4.12503 2.22583 − 4.42153 1.90813 −
LapIRN 8.17 10.31 726 2.51242 2.09122 0.02303 1.98432 1.33382 0.01984
PCNet 12.25 11.76 3209 5.13188 2.57797 0.10215 5.91778 2.66758 0.05656
FourierNet 5.92 4.34 253 4.65016 2.44526 0.16686 5.13036 2.26746 0.05465
ShiftMorph 5.58 6.24 191 4.53185 2.35964 0.05224 4.92155 1.99895 0.00062
ShiftMorph-diff 5.67 6.72 232 4.46514 2.36065 0.00001 4.73824 1.93584 0.00001
ShiftMorph×3 8.01 12.62 614 2.23891 2.06161 0.01972 1.69531 1.28831 0.01803

a low throughput even on a high-performance GPU device. The re-
sults given by FourierNet seem appealing, but this method roughly
masks out most high-frequency features, causing significant ac-
curacy degradation. In comparison, ShiftMorph demonstrates sig-
nificant superiority in both the computational overhead and the
inference speed, achieving over 3× the speeds of most comparing
methods. Even if recurrently warping the moving image three times
for high accuracy, ShiftMorph×3 can still achieve a better speed
than most on a GPU device. However, warping as a highly parallel
operator is slow when using a serial CPU processor.

The right parts of Tab. 1 present the averaged evaluation results
on these two registration tasks. Fig. 4 displays violin plots showing
the score distributions of evaluated methods. The Dice and HD95
scores of our method are on par with those of the state-of-the-art
methods. Besides, ShiftMorph-diff with enhanced diffeomorphism
can be even more competitive, outperforming most CNN-based
methods except for PCNet. Moreover, the recurrent version of
ShiftMorph×3 achieves the best Dice and HD95 scores in most
cases and keeps a favorable inference speed.

As for topological preservation, ShiftMorph-diff is the most effec-
tive in this experiment. ShiftMorph folds 0.7786% of voxels on the
OASIS dataset; this value can be lowered to 0.0231% by ShiftMorph-
diff. As for the IXI dataset, the folded voxel proportion is reduced
from 1.4993% to 0.048%. In contrast, PCNet, equivalently armedwith
the SS skill, folds more voxels than our method and has significantly
higher computational complexity. FourierNet also shows good run-
time performance and topological preservation, but its registration
precision is relatively weak. If not using the SS and band-limit skills,
i.e., excluding ShiftMorph-diff, PCNet, and FourierNet, ShiftMorph
keeps better diffeomorphism than other methods, which benefits
from self-consistency learning and merging the shifted features.

4.3 Supervised Lung CT Image Registration
We then use the Lung250M-4B dataset [12], a combined lung com-
puted tomography (CT) image registration benchmark, to evaluate
our method in a supervised large deformation scenario. This dataset
contains 124 pairs of expiratory and inspiratory lung CT scans from
different patients. The official split selects 97, 17, and 10 paired scans
for training, validation, and testing. For the CT scans in the training
set, keypoint correspondences are automatically generated by the

LapIRN VoxelMorph++

FourierNet ShiftMorph×3

Initial

ShiftMorph

Figure 6: Visualizing the deformation results of five represen-
tative methods without instance optimization. The yellow
and bluemasks represent the expiratory and inspiratory lung
morphology, respectively. The proposed method performs
the best in shortening the distances of matched landmarks
in the region of lower lung lobes with larger deformations.

corrfield method2[36] to support supervised training. As for the val-
idation and testing set, manual landmark annotations are provided
to determine registration accuracy. Lung CT image registration is
still challenging for learning-based methods. Following the pipeline
in [36], we conduct instance optimization to refine the network
outputs through 50 iterations of minimizing the dissimilarity of
MIND features [17] and a Lapalace regularization.

Fig. 6 displays parts visualization results of representative meth-
ods. Numerical experimental results on this dataset are presented in
Tab. 2. LapIRN and VoxelMorph++ show good registration accuracy
in this case of large deformation due to the advantages of pyra-
mid deformation enhancement and spatial search. Comparingly,
ShiftMorph and ShiftMorph-diff, as plain CNN-based methods, get
medium rankings. However, after recurrently composing the pre-
dicted deformation fields, ShiftMorph×3 can effectively produce
long-distance deformations, achieving the best TRE scores on both
the validation and testing stages. Moreover, ShiftMorph×3 exhibits
appealing throughput and diffeomorphism, exceeding most com-
paring methods on this dataset.
2https://grand-challenge.org/algorithms/corrfield/
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4.4 Robustness Testing
We next utilize Gaussian noise to simulate image degradation and
conduct robustness testing on the OASIS dataset. Fig. 5 illustrates
the warped images and deformation fields produced by correspond-
ing methods. The baseline methods, except FourierNet, suffer from
significant performance degradation, resulting in seriously folded
deformation fields and abnormal warping results. In contrast, Shift-
Morph demonstrates the best deformation results and preserves
topological structures commendably, exhibiting smooth and contin-
uous surface shapes in the warped slices. Fig. 7 exhibits the impacts
of various noise levels on registration performances. The noise level
indicates the standard deviations (SD) of Gaussian noise added to
the testing images with a voxel intensity range of [0, 255]. As the
noise level increases, the registration performance of most compar-
ing methods decreases linearly with a large slope. In contrast, the
Dice score of ShiftMorph only experiences a slight drop when the
noise level is 10 and decreases with a small slope when the noise
level exceeds 10.
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Figure 7: The impacts of noise on registration performance
regarding the Dice score. Our method exhibits good robust-
ness to Gaussian noise.

4.5 Ablation Study
We conduct a brief ablation study on the proposed modules and
assess the effect of self-consistency learning. We evaluate the regis-
tration performance of the corresponding model variants on the
OASIS dataset. Results are summarized in Tab. 3 and Tab. 4. By
default, we apply the shifted embedding in combination with the
grouping strategy to save space.

The first item of Tab. 3 represents a naive UNet using the skip
connection without downsampling. Downsampling with trilinear
interpolation significantly improves network speed; however, it
comes at the high price of a loss of registration accuracy. Compar-
ingly, shifted embedding armed with the grouping strategy can
reduce computational overhead and improve registration perfor-
mance. Besides, the voxel folding is mitigated by imposing consis-
tency among neighbor voxels with self-consistency learning. The
shifted connection also contributes to a notable improvement in
network performance, achieving 1.6× the speed of a naive UNet.

Ultimately, ShiftMorph achieves 3.6× the speed, better registration
results, and better diffeomorphism.

As evidenced by Tab. 4, performing self-consistency learning is
beneficial for improving the quality of output deformation fields.
In most cases, except the red one, self-consistency leads to better
evaluation scores for three versions of ShiftMorph. However, this
improvement is relatively small when combined with the SS skill,
which can also be viewed as particular regularization. Applying too
much regularization may cause underfitting.

Table 3: Ablation study on different ways to downsampling
and feature concatenation. × represents registration with-
out downsampling; Tri. represents the naive downsampling
using trilinear interpolation. "Skip" represents the classical
skip connection. SEMB. and SCON. represent the proposed
shifted embedding and shifted connection, respectively.

Down. Connect Dice HD95 Folds (%) GTPP (ms) Speedup

× Skip 0.80844 2.23674 1.16304 140 -
× SCON. 0.81003 2.19733 1.22785 88 ×1.6
Tri. Skip 0.79845 2.24285 0.92513 19 ×7.4

SEMB. Skip 0.81092 2.17292 0.89222 103 ×1.4
SEMB. SCON. 0.81161 2.11241 0.77861 39 ×3.6

Table 4: Ablation study on self-consistency for three versions
of ShiftMorph. %represents 𝛾 = 0; !represents 𝛾 = 0.01.
Improved scores are marked in blue.

Self-Consistency Dice HD95 Folds (%)

ShiftMorph % 0.8102 2.1475 0.8738
! 0.8116 2.1124 0.7786

ShiftMorph-diff % 0.8120 2.0842 0.0256
! 0.8122 2.1006 0.0231

ShiftMorph×3 % 0.8258 1.9804 0.5052
! 0.8266 1.9771 0.4736

5 CONCLUSION
In this paper, we have investigated the common issue that 3D de-
formable registration networks frequently suffer from low inference
efficiency. We have revisited the widely adopted network architec-
ture of the UNet style for image registration, demonstrating that
the major computational burden of these networks stems from
the operations at the top level. To achieve fast and high-quality
registration, we have proposed downsampling using the strided
convolution and compensating for information loss by shifting. We
have presented a grouping strategy to merge features group-wisely
and reduce redundant computations. The proposed shifted con-
nection contributes to a further acceleration and improvement of
registration. Self-consistency learning, derived from the grouping
strategy, promotes the quality of deformation fields and supports
pruning half of the network. Experimental results demonstrate
that the proposed method performs competitively with current
state-of-the-art methods, however, at 3× the speed of most.



929

930

931

932

933

934

935

936

937

938

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

ShiftMorph: A Fast and Robust Convolutional Neural Network for 3D Deformable Medical Image Registration ACM MM, 2024, Melbourne, Australia

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

1035

1036

1037

1038

1039

1040

1041

1042

1043

1044

REFERENCES
[1] Vincent Arsigny, Olivier Commowick, Xavier Pennec, and Nicholas Ayache. 2006.

A log-euclidean framework for statistics on diffeomorphisms. In Medical Image
Computing and Computer-Assisted Intervention–MICCAI. Springer, 924–931.

[2] Guha Balakrishnan, Amy Zhao, Mert R. Sabuncu, John Guttag, and Adrian V.
Dalca. 2019. VoxelMorph: A Learning Framework for Deformable Medical Image
Registration. IEEE Transactions on Medical Imaging 38, 8 (2019), 1788–1800.

[3] M. Faisal Beg, Michael I. Miller, Alain Trouvé, and Laurent Younes. 2005. Comput-
ing Large Deformation Metric Mappings via Geodesic Flows of Diffeomorphisms.
International Journal of Computer Vision 61, 2 (2005), 139–157.

[4] Barbara Carl, Miriam Bopp, Benjamin Saß, Mirza Pojskic, Marko Gjorgjevski,
Benjamin Voellger, and Christopher Nimsky. 2019. Reliable navigation registra-
tion in cranial and spine surgery based on intraoperative computed tomography.
Neurosurgical focus 47, 6 (2019), E11.

[5] Junyu Chen, Eric C. Frey, Yufan He, William P. Segars, Ye Li, and Yong Du. 2022.
TransMorph: Transformer for Unsupervised Medical Image Registration. Medical
Image Analysis 82 (2022), 102615.

[6] Junyu Chen, Yufan He, Eric Frey, Ye Li, and Yong Du. 2021. ViT-V-Net: Vision
Transformer for Unsupervised Volumetric Medical Image Registration. InMedical
Imaging with Deep Learning.

[7] Zhi Chen, Kun Sun, Fan Yang, and Wenbing Tao. 2022. SC2-PCR: A Second
Order Spatial Compatibility for Efficient and Robust Point Cloud Registration. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition.
13221–13231.

[8] Zeyuan Chen, Yuanjie Zheng, and James C. Gee. 2023. TransMatch: A
Transformer-based Multilevel Dual-Stream Feature Matching Network for Unsu-
pervised Deformable Image Registration. IEEE Transactions on Medical Imaging
(2023), 1–1.

[9] Adrian V. Dalca, Guha Balakrishnan, John Guttag, and Mert R. Sabuncu. 2019.
Unsupervised Learning of Probabilistic Diffeomorphic Registration for Images
and Surfaces. Medical Image Analysis 57 (2019), 226–236.

[10] Bob D De Vos, Floris F Berendsen, Max A Viergever, Hessam Sokooti, Marius
Staring, and Ivana Išgum. 2019. A deep learning framework for unsupervised
affine and deformable image registration. Medical image analysis 52 (2019),
128–143.

[11] Xin Deng, Enpeng Liu, Shengxi Li, Yiping Duan, and Mai Xu. 2023. Interpretable
Multi-Modal Image Registration Network Based on Disentangled Convolutional
Sparse Coding. IEEE Transactions on Image Processing 32 (2023), 1078–1091.

[12] Fenja Falta, Christoph Groß bröhmer, Alessa Hering, Alexander Bigalke, and
Mattias Heinrich. 2023. Lung250M-4B: A Combined 3D Dataset for CT- and Point
Cloud-Based Intra-Patient Lung Registration. In Advances in Neural Information
Processing Systems, Vol. 36. 54819–54832.

[13] Bruce Fischl. 2012. FreeSurfer. NeuroImage 62, 2 (2012), 774–781.
[14] Shuhang Gu, Lei Zhang, Wangmeng Zuo, and Xiangchu Feng. 2014. Weighted

nuclear norm minimization with application to image denoising. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition. 2862–2869.

[15] Runze Han, Ali Uneri, Rohan C Vijayan, Pengwei Wu, Prasad Vagdargi, Niral
Sheth, Sebastian Vogt, Gerhard Kleinszig, GM Osgood, and Jeffrey H Siewerdsen.
2021. Fracture reduction planning and guidance in orthopaedic trauma surgery
via multi-body image registration. Medical image analysis 68 (2021), 101917.

[16] Mattias P. Heinrich and Lasse Hansen. 2022. Voxelmorph++. In Biomedical
Image Registration (Lecture Notes in Computer Science). Springer International
Publishing, Cham, 85–95.

[17] Mattias P. Heinrich, Mark Jenkinson, Manav Bhushan, Tahreema Matin, Fergus V.
Gleeson, Sir Michael Brady, and Julia A. Schnabel. 2012. MIND: Modality Inde-
pendent Neighbourhood Descriptor for Multi-Modal Deformable Registration.
Medical Image Analysis 16, 7 (Oct. 2012), 1423–1435.

[18] Alessa Hering, Lasse Hansen, Tony CW Mok, Albert CS Chung, Hanna Siebert,
Stephanie Häger, Annkristin Lange, Sven Kuckertz, Stefan Heldmann, Wei Shao,
et al. 2022. Learn2Reg: comprehensive multi-task medical image registration
challenge, dataset and evaluation in the era of deep learning. IEEE Transactions
on Medical Imaging 42, 3 (2022), 697–712.

[19] Andrew Hoopes, Malte Hoffmann, Bruce Fischl, John Guttag, and Adrian V. Dalca.
2021. HyperMorph: Amortized Hyperparameter Learning for Image Registration.
In Information Processing in Medical Imaging (Lecture Notes in Computer Science).
3–17.

[20] Xiaojun Hu, Miao Kang, Weilin Huang, Matthew R. Scott, Roland Wiest, and
Mauricio Reyes. 2019. Dual-Stream Pyramid Registration Network. In Medical
Image Computing and Computer Assisted Intervention – MICCAI 2019. 382–390.

[21] Qi Jia, Xiaomei Feng, Yu Liu, Xin Fan, and Longin Jan Latecki. 2023. Learning
Pixel-wise Alignment for Unsupervised Image Stitching. In Proceedings of the 31st
ACM International Conference onMultimedia (MM ’23). Association for Computing
Machinery, New York, NY, USA, 1392–1400.

[22] Xi Jia, Joseph Bartlett, Wei Chen, Siyang Song, Tianyang Zhang, Xinxing Cheng,
Wenqi Lu, Zhaowen Qiu, and Jinming Duan. 2023. Fourier-Net: Fast Image Reg-
istration with Band-Limited Deformation. In Proceedings of the AAAI Conference
on Artificial Intelligence, Vol. 37. 1015–1023.

[23] Rabeeh Karimi Mahabadi, James Henderson, and Sebastian Ruder. 2021. Com-
pacter: Efficient low-rank hypercomplex adapter layers. Advances in Neural
Information Processing Systems 34 (2021), 1022–1035.

[24] Boah Kim, Dong Hwan Kim, Seong Ho Park, Jieun Kim, June-Goo Lee, and
Jong Chul Ye. 2021. CycleMorph: Cycle consistent unsupervised deformable
image registration. Medical Image Analysis 71 (2021), 102036.

[25] Diederik P. Kingma and Jimmy Ba. 2017. Adam: A Method for Stochastic Opti-
mization. arXiv:1412.6980

[26] Esther ND Kok, Roeland Eppenga, Koert FD Kuhlmann, et al. 2020. Accurate
surgical navigation with real-time tumor tracking in cancer surgery. NPJ precision
oncology 4, 1 (2020), 8.

[27] Ze Liu, Yutong Lin, Yue Cao, Han Hu, Yixuan Wei, Zheng Zhang, Stephen Lin,
and Baining Guo. 2021. Swin Transformer: Hierarchical Vision Transformer
Using Shifted Windows. In Proceedings of the IEEE/CVF International Conference
on Computer Vision. 10012–10022.

[28] Ziwei Luo, Jing Hu, Xin Wang, Shu Hu, Bin Kong, Youbing Yin, Qi Song, Xi
Wu, and Siwei Lyu. 2022. Stochastic Planner-Actor-Critic for Unsupervised
Deformable Image Registration. In Proceedings of the AAAI Conference on Artificial
Intelligence, Vol. 36. 1917–1925.

[29] Jinxin Lv, Zhiwei Wang, Hongkuan Shi, Haobo Zhang, Sheng Wang, Yilang
Wang, and Qiang Li. 2022. Joint Progressive and Coarse-to-Fine Registration of
Brain MRI via Deformation Field Integration and Non-Rigid Feature Fusion. IEEE
Transactions on Medical Imaging 41, 10 (2022), 2788–2802.

[30] Youssef Mansour and Reinhard Heckel. 2023. Zero-Shot Noise2Noise: Efficient
Image Denoising without Any Data. In 2023 IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR). 14018–14027.

[31] Daniel S. Marcus, Tracy H. Wang, Jamie Parker, John G. Csernansky, John C.
Morris, and Randy L. Buckner. 2007. Open Access Series of Imaging Studies
(OASIS): Cross-sectional MRI Data in Young, Middle Aged, Nondemented, and
Demented Older Adults. Journal of Cognitive Neuroscience 19, 9 (09 2007), 1498–
1507.

[32] Tony C.W. Mok and Albert C.S. Chung. 2020. Fast Symmetric Diffeomorphic
Image Registration with Convolutional Neural Networks. In 2020 IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition (CVPR). 4643–4652.

[33] Tony C. W. Mok and Albert C. S. Chung. 2020. Large Deformation Diffeomor-
phic Image Registration with Laplacian Pyramid Networks. In Medical Image
Computing and Computer Assisted Intervention – MICCAI 2020 (Lecture Notes in
Computer Science). 211–221.

[34] Zheng Qin, Hao Yu, Changjian Wang, Yulan Guo, Yuxing Peng, and Kai Xu. 2022.
Geometric transformer for fast and robust point cloud registration. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 11143–
11152.

[35] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. 2015. U-Net: Convolutional
Networks for Biomedical Image Segmentation. In Medical Image Computing and
Computer-Assisted Intervention–MICCAI 2015. Springer, 234–241.

[36] Jan Rühaak, Thomas Polzin, Stefan Heldmann, Ivor J. A. Simpson, Heinz Handels,
Jan Modersitzki, and Mattias P. Heinrich. 2017. Estimation of Large Motion
in Lung CT by Integrating Regularized Keypoint Correspondences into Dense
Deformable Registration. IEEE Transactions on Medical Imaging 36, 8 (Aug. 2017),
1746–1757.

[37] Zhengyang Shen, Xu Han, Zhenlin Xu, and Marc Niethammer. 2019. Networks
for Joint Affine and Non-Parametric Image Registration. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition. 4224–4233.

[38] Jiacheng Shi, Yuting He, Youyong Kong, Jean-Louis Coatrieux, Huazhong Shu,
Guanyu Yang, and Shuo Li. 2022. XMorpher: Full Transformer for Deformable
Medical Image Registration via Cross Attention. In Medical Image Computing
and Computer Assisted Intervention – MICCAI 2022 (Lecture Notes in Computer
Science). Springer Nature Switzerland, Cham, 217–226.

[39] Yucheng Shu, Hao Wang, Bin Xiao, Xiuli Bi, and Weisheng Li. 2021. Medical
image registration based on uncoupled learning and accumulative enhancement.
In International Conference on Medical Image Computing and Computer-Assisted
Intervention. Springer, 3–13.

[40] Dror Simon and Michael Elad. 2019. Rethinking the CSC Model for Natural
Images. In Advances in Neural Information Processing Systems, Vol. 32.

[41] Tom Vercauteren, Xavier Pennec, Aymeric Perchant, and Nicholas Ayache. 2009.
Diffeomorphic Demons: Efficient Non-Parametric Image Registration. NeuroIm-
age 45, 1 (2009), S61–S72.

[42] Guillaume Vray, Devavrat Tomar, Behzad Bozorgtabar, and Jean-Philippe Thiran.
2024. Distill-SODA: Distilling Self-Supervised Vision Transformer for Source-Free
Open-Set Domain Adaptation in Computational Pathology. IEEE Transactions on
Medical Imaging (2024), 1–1.

[43] Haiping Wang, Yuan Liu, Zhen Dong, and Wenping Wang. 2022. You Only Hy-
pothesize Once: Point Cloud Registration with Rotation-equivariant Descriptors.
In Proceedings of the 30th ACM International Conference on Multimedia (MM ’22).
Association for Computing Machinery, New York, NY, USA, 1630–1641.

[44] Haiqiao Wang, Dong Ni, and Yi Wang. 2024. Recursive Deformable Pyramid
Network for Unsupervised Medical Image Registration. IEEE Transactions on
Medical Imaging (2024), 1–1.

https://arxiv.org/abs/1412.6980


1045

1046

1047

1048

1049

1050

1051

1052

1053

1054

1055

1056

1057

1058

1059

1060

1061

1062

1063

1064

1065

1066

1067

1068

1069

1070

1071

1072

1073

1074

1075

1076

1077

1078

1079

1080

1081

1082

1083

1084

1085

1086

1087

1088

1089

1090

1091

1092

1093

1094

1095

1096

1097

1098

1099

1100

1101

1102

ACM MM, 2024, Melbourne, Australia Anonymous Authors

1103

1104

1105

1106

1107

1108

1109

1110

1111

1112

1113

1114

1115

1116

1117

1118

1119

1120

1121

1122

1123

1124

1125

1126

1127

1128

1129

1130

1131

1132

1133

1134

1135

1136

1137

1138

1139

1140

1141

1142

1143

1144

1145

1146

1147

1148

1149

1150

1151

1152

1153

1154

1155

1156

1157

1158

1159

1160

[45] Jinbao Wang, Guoyang Xie, Yawen Huang, Yefeng Zheng, Yaochu Jin, and Feng
Zheng. 2022. FedMed-ATL: Misaligned Unpaired Cross-Modality Neuroimage
Synthesis via Affine Transform Loss. In Proceedings of the 30th ACM International
Conference on Multimedia (MM ’22). Association for Computing Machinery, New
York, NY, USA, 1522–1531.

[46] Jian Wang and Miaomiao Zhang. 2020. DeepFLASH: An Efficient Network for
Learning-Based Medical Image Registration. In 2020 IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR). 4443–4451.

[47] Ying Wen, Cheng Xu, Yue Lu, Qingli Li, Haibin Cai, and Lianghua He. 2020.
Gabor Feature-Based LogDemons With Inertial Constraint for Nonrigid Image
Registration. IEEE Transactions on Image Processing 29 (2020), 8238–8250.

[48] Wenzhe Yin, Jan-Jakob Sonke, and Efstratios Gavves. 2023. PC-Reg: A Pyramidal
Prediction–Correction Approach for Large Deformation Image Registration.
Medical Image Analysis 90 (Dec. 2023), 102978.

[49] Miaomiao Zhang and P. Thomas Fletcher. 2019. Fast Diffeomorphic Image
Registration via Fourier-Approximated Lie Algebras. International Journal of

Computer Vision 127, 1 (2019), 61–73.
[50] Shengyu Zhao, Yue Dong, Eric Chang, and Yan Xu. 2019. Recursive Cascaded

Networks for Unsupervised Medical Image Registration. In 2019 IEEE/CVF Inter-
national Conference on Computer Vision (ICCV). 10599–10609.

[51] Zixiang Zhao, Jiangshe Zhang, Haowen Bai, Yicheng Wang, Yukun Cui, Lilun
Deng, Kai Sun, Chunxia Zhang, Junmin Liu, and Shuang Xu. 2023. Deep Convolu-
tional Sparse Coding Networks for Interpretable Image Fusion. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2368–2376.

[52] Shenglong Zhou, Bo Hu, Zhiwei Xiong, and Feng Wu. 2023. Self-Distilled Hi-
erarchical Network for Unsupervised Deformable Image Registration. IEEE
Transactions on Medical Imaging 42, 8 (Aug. 2023), 2162–2175.

[53] Yongpei Zhu and Shi Lu. 2022. Swin-VoxelMorph: A Symmetric Unsupervised
Learning Model for Deformable Medical Image Registration Using Swin Trans-
former. InMedical Image Computing and Computer Assisted Intervention –MICCAI
2022 (Lecture Notes in Computer Science). Springer Nature Switzerland, Cham,
78–87.


	Abstract
	1 Introduction
	2 Related Work
	2.1 Deformable Registration
	2.2 Diffeomorphic Deformation
	2.3 Learning-based Deformable Registration

	3 Methodology
	3.1 Shifted Embedding
	3.2 Feature Grouping and Group Merging
	3.3 Shifted Connection
	3.4 Self-Consistency
	3.5 Halved Network
	3.6 Recurrent Registration
	3.7 Loss Functions

	4 Experiments
	4.1 Experimental Settings
	4.2 Unsupervised Brain MRI Image Registration
	4.3 Supervised Lung CT Image Registration
	4.4 Robustness Testing
	4.5 Ablation Study

	5 Conclusion
	References

