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Overall Feedback: We would like to sincerely001

thank the reviewers—SZb5, abN5, acv3, and002

w5tp—for their thoughtful and constructive003

feedback. Their comments have helped us identify004

key areas for improvement and have substantially005

contributed to strengthening the clarity and rigor006

of our work. We address their suggestions and007

concerns in detail below. We have extended our008

paper from 4 pages (short paper) to 8 pages (long009

paper) by including a discussion of statistical010

analysis and an across-topic analysis.011

012

Use of Bounded Confidence Model (Reviewer013

SZb5): We had acknowledged the limitations014

with BCM in the manuscript (see Limitations),015

noting that the BCM model does not account016

for complex psychological and social factors017

influencing opinion formation, such as emotional018

contagion, identity-based biases, or network019

homophily. While exploring multiple opinion020

update models would enhance robustness, our021

focus on benchmarking opinion polarization within022

the constraints of a short paper precluded such023

extensions. Future work can consider integrating024

alternative opinion update mechanisms.025

026

Reinforcement Learning (Reviewer SZb5):027

While we did not claim to use Reinforcement028

Learning with Human Feedback, the usage of the029

term was indeed misleading; as a result, we have030

replaced that term with “Post-round Feedback” on031

page 2, Figure 1, and in lines 229-233. The level032

of detail in Figure 1 has also been enhanced.033

034

Mutliple trials for statistical validity (Reviewer035

SZb5): Concerns about statistical power were miti-036

gated by testing each set of hyperparameters across037

three distinct model combinations (Experiments038

A, B, and C), which consistently demonstrated039

comparable performance. We have now expanded040

our paper to include a statistical analysis section041

and a baseline section, in which all experiments 042

were rerun without resource constraints. 043

044

More Topics (Reviewer SZb5): We have 045

expanded the number of topics to 10, and the 046

figure on page 5 now shows results across 10 047

topics (averaged). This increased the number of 048

experiments from 18 (100-round) and 6 (50-round) 049

experiments to 90 (100-round) and 30 (50-round) 050

experiments. Separate results for each topic 051

are provided in the Appendix (Figures 8 & 9). 052

Detailed Statistics per topic are also presented in 053

the appendix (Tables 5 and 6). 054

055

Resource Management System (Reviewer 056

abN5): The resource constraints were introduced 057

to prevent the agents from inflating the potencies of 058

the messages. The higher the potency, the greater 059

the energy cost. In the experiments, we gave a 060

high energy to the blue team in order to allow the 061

simulation to run for 100 rounds, otherwise, the 062

blue team would run out of energy and no longer 063

be able to generate messages. We have elaborated 064

on the resource constraint and how it is applied in 065

the methodology section. 066

067

Mutliple trials for statistical validity (Reviewer 068

abN5): Concerns about statistical power were miti- 069

gated by testing each set of hyperparameters across 070

three distinct model combinations (Experiments 071

A, B, and C), which consistently demonstrated 072

comparable performance. We have now expanded 073

our paper to include a statistical analysis section 074

and a baseline section, in which all experiments 075

were rerun without resource constraints. 076

077

More Topics (Reviewer abN5): We have 078

expanded the number of topics to 10, and the 079

figure on page 5 now shows results across 10 080

topics (averaged). This increased the number of 081

experiments from 18 (100-round) and 6 (50-round) 082
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experiments to 90 (100-round) and 30 (50-round)083

experiments. Separate results for each topic084

are provided in the Appendix (Figures 8 & 9).085

Detailed Statistics per topic are also presented in086

the appendix (Tables 5 and 6).087

088

Human Assessments for Judge Validation089

(Reviewer abN5): The judges were introduced090

in the simulation, so the red and blue agents091

didn’t have to assign potencies to the messages092

themselves because, in that case, they tended to093

assign inflated potencies to the messages they094

generated. The judge was added to moderate both095

sides, considering the strengths and weaknesses096

of their arguments. A comprehensive human097

evaluation was beyond the scope of this paper.098

099

Citation for Conspiracy Theorists Being a100

Minority (Reviewer abN5): We have added the101

relevant citations to support this statement (Line102

241).103

104

Reinforcement Learning (Reviewer abN5):105

While we did not claim to use Reinforcement106

Learning with Human Feedback, the usage of the107

term was indeed misleading; as a result, we have108

replaced that term with “Post-round Feedback” on109

page 2, Figure 1, and in lines 229-233. The level110

of detail in Figure 1 has also been enhanced.111

112

Prompts (Reviewer abN5): We have included113

the Judge Agent and Debunking Agent prompts114

in Appendix B. However, in line with our Ethical115

Statement, we have withheld the Misinformation116

Generation Agent prompts to avoid potential117

misuse.118

119

Details about "Potency" and "Influence Fac-120

tor" (Reviewer abN5): We have expanded the121

methodology section to elaborate on these terms122

and their usage in the opinion update, including the123

process of mapping potency (a number between124

0-1) to opinion score ranging from -1 to 1, and125

the initialisation of nodes with opinion scores. We126

have also defined these terms at the beginning of127

the methodology section.128

129

Details about Polarisations in Real Life Social130

Media Landscape (Reviewer abN5): We could131

not extend the discussion to this, but we will132

consider it for future work.133

134

Figure 2 Legend (Reviewer abN5): The full, 135

dashed, and dotted lines represent experiments A, 136

B, and C, respectively (clarified in the caption). 137

Apart from the BCM threshold (mentioned above 138

the plots) and the choice of LLMs (A, B, C), 139

everything else was kept constant. 140

141

Measuring Human Likeness (Reviewer acv3): 142

Human validation was beyond the scope of this 143

paper, but can be considered for future iterations. 144

145

Choice of Bounded Confidence Model (Reviewer 146

acv3): We had acknowledged the limitations 147

of BCM in the manuscript (see Limitations), 148

noting that the BCM model does not account 149

for complex psychological and social factors 150

influencing opinion formation, such as emotional 151

contagion, identity-based biases, or network 152

homophily. While exploring multiple opinion 153

update models would enhance robustness, our 154

focus on benchmarking opinion polarization 155

precluded such extensions. Future work can 156

consider integrating alternative opinion update 157

mechanisms. 158

159

Reason for Choice of 0.5 BCM Threshold 160

(Reviewer acv3): We experimented with 3 161

threshold values (0.3, 0.7, and 0.9). The impact is 162

discussed in the discussion section in detail. 163

164

LLMs’ Tendency to Avoid Misinformation 165

(Reviewer acv3): The models we chose were 166

able to generate the desired responses through 167

prompting. We initially faced this issue with both 168

the conspiracy theorists and the debunking agents, 169

but eventually, the prompts were restructured, and 170

the desired messages were generated. With that 171

being said, some models were more difficult to 172

work with in this research and wouldn’t generate 173

(or debunk) misinformation - they were eventually 174

discarded. Rest assured that the models we chose 175

worked as expected. 176

177

Choice of Specific LLMs (Reviewer acv3): 178

We tried to ensure diversity in the models by 179

incorporating LLMs from different families 180

(Gemini, Gemma, Mistral, and OpenAI). Initially, 181

we had multiple models from each family (e.g., 182

2b, 8b, 27b), but in the end, we settled with one 183

model from each family. We didn’t choose some 184

models due to their tendency to avoid discussing 185

conspiracies and some due to API limits/costs. 186
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187

Reinforcement Learning (Reviewer acv3):188

While we did not claim to use Reinforcement189

Learning with Human Feedback, the usage of the190

term was indeed misleading; as a result, we have191

replaced that term with “Post-round Feedback” on192

page 2, Figure 1, and in lines 229-233. The level193

of detail in Figure 1 has also been enhanced.194

195

Influence Factor Definition (Reviewer acv3):196

We have expanded the methodology section to197

elaborate on these terms and their usage in the198

opinion update.199

200

Mapping of LLM output to Opinion Score201

(Reviewer acv3): We have included the process202

of mapping LLM-generated percentage potency203

(a number between 0-1) to opinion score ranging204

from -1 to 1, and the initialisation of nodes with205

opinion scores. These changes are in Lines206

203-218.207

208

Prompts (Reviewer acv3): We have added the209

Judge Agent and Debunking Agent prompts in210

Appendix B. However, in line with our Ethical211

Statement, we have withheld the Misinformation212

Generation Agent prompts to avoid potential213

misuse.214

215

List of Topics (Reviewer acv3): We have added216

the list of topics in Table 4, Appendix C.217

218

Redundant Period-Typo (Reviewer acv3): We219

have fixed the typo, thank you for pointing it out.220

221

Choice of Bounded Confidence Model (Reviewer222

w5tp): We had acknowledged the limitations223

with BCM in the manuscript (see Limitations),224

noting that the BCM model does not account225

for complex psychological and social factors226

influencing opinion formation, such as emotional227

contagion, identity-based biases, or network228

homophily. While exploring multiple opinion229

update models would enhance robustness, our230

focus on benchmarking opinion polarization within231

the constraints of a short paper precluded such232

extensions. Future work can consider integrating233

alternative opinion update mechanisms.234

235

Prompts (Reviewer w5tp): We have added the236

Judge Agent and Debunking Agent prompts in237

Appendix B. However, in line with our Ethical238

Statement, we have withheld the Misinformation 239

Generation Agent prompts to avoid potential 240

misuse. 241

242

Sensitivity Analysis of Parameter Choices (Re- 243

viewer w5tp): Concerns about statistical power 244

were mitigated by testing each set of hyperparame- 245

ters across three distinct model combinations (Ex- 246

periments A, B, and C), which consistently demon- 247

strated comparable performance. We have now 248

expanded our paper to include a statistical analysis 249

section and a baseline section, in which all experi- 250

ments were rerun without resource constraints. In 251

total, there were 90 experiments of 100 rounds each 252

and 30 experiments of 50 rounds each. We could 253

not experiment with more topics due to time and 254

budget constraints. The results reported are aver- 255

aged across these topics, but topic-wise results are 256

available in the Appendix (Figures 8 & 9). 257
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