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1 Preliminary: Murder Mystery Game

To better demonstrate our game process and testing procedures, we have created a demo and placed
it in our open-source dataset and code repository.

1.1 Game Introduction

In this section, we provide a detailed introduction to the rules and key elements of the murder
mystery game, elucidating its suitability as an ideal dynamic environment platform for evaluating the
multifaceted capabilities of LMAs. In the murder mystery game, each session is orchestrated through
a meticulously designed script that constructs a self-contained fictional world. This world is enriched
with elaborate backstories, sophisticated role development, and complex narrative structures. The
script comprises the following primary elements, as shown in Figure 1:

• Script. Each murder mystery game unfolds according to a detailed script that establishes the
game’s universe and background. Within this setting, a unique murder mystery unfolds, featuring a
core group of suspects, each equipped with their own role script. These scripts furnish extensive
details about each role’s name, faction, and backstory.

• Role. In real-life murder mystery games, each script is populated with multiple roles, each
possessing a unique background and crucial clues that offer diverse perspectives on the script’s
virtual world. While any role could be suspected of the murder, only one is the true murderer. This
divides the roles into two groups: non-murder suspects and the murder suspect.

• Clue. Clues are the pieces of information necessary to solve the murder mystery within the game,
encompassing both the textual clues found in each role’s script and the publicly shared visual
clues. Each role receives different clues at the start of the game. Some roles will possess key clues.
Additionally, certain clues may be misleading, requiring players to engage in deeper reasoning to
fully understand their implications.

Game Process: We have simplified the entire game process into four stages, ① Initialization phase
② Discussion phase ③ Reasoning phase ④ Voting phase. In the Initialization Phase of the
scripted murder mystery game, participants thoroughly examine their character scripts, which include
essential details such as name, identity, interpersonal relationships, and pivotal text clues regarding
the sequence of events on the day of the incident. Then they introduce their respective roles to start
the game. The player is also given visual clues outside of the script needed to solve the puzzle. In
the Discussion Phase, they engage in in-depth discussions, using both individual clues and shared
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Figure 1: Illustration of primary elements in murder mystery games: scripts, roles and clues. Due to
space limitations, the role scripts are detailed in Figure 2.

evidence to analyze and share insights. During the Reasoning phase, each player needs to combine
the direct clues they have obtained (including textual and visual clues from the script) and the content
of discussions to infer implicit clues. And then deduce the murderer and his modus operandi from
this. The game culminates in the Voting Phase, where players, based on the evidence and discussions,
decide on the murderer’s identity.

Overall,the primary objective of these games is to decipher a murder mystery, which entails identifying
the murderer, elucidating the method of the crime, and understanding the underlying motives. At
the commencement of each game, players choose and embody specific roles, each equipped with a
script that provides a unique vantage point and critical information pertinent to their role within this
fabricated world. As the game progresses, players must analyze overt clues and engage in substantive
discussions with fellow participants to amass information related to the crime. This ongoing process
of information collection and inference through interactive collaboration enables players to gradually
synthesize a comprehensive portrait of the case, uncovering the veritable truth.
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1.2 Action and Observation

Observation space for each Phase. The observation space varies across these stages, which will
be detailed further. (1) Initialization: In this phase, the observation space for role-playing agents
includes clues from role scripts and image clues, as well as introductions to other roles. This covers
each role’s background, identity, relationships, and the circumstances on the incident day, alongside
public clues. Notably, observations can vary even within the same script, as agents have access
to different information, leading to inconsistencies and incompleteness in the observed data. (2)
Discussion: In this phase, the primary observation space for each role-playing agent includes the
statements and discussions among participants. This encompasses interpretations and inferences
regarding the case facts, analyses of pictorial and textual clue cards, exchanges of questions and
answers, interrogation and verification of case evidence, and debates over various deductive paths
and conclusions. (3) Reasoning: In this phase, the observation space involves other roles discussing
the current murderer’s motive and method. Each role can refine or optimize their statements based on
what others have said. (4) Final Voting: In this stage of the game, the observation space consists of
other roles’ voting. Each role can adjust their own response based on the votes of others.

Action space for each Phase. The action space varies across these stages, which will be detailed
further. (1) Initialization: At this stage, the actions of the multimodal intelligent agents are based on
the current observation to perform self-introduction. This includes not only conveying their basic
information and functionalities but also demonstrating their understanding of the environment and
how to navigate and interact within it effectively. (2) Discussion: At this stage, the multimodal
intelligent agents should execute two actions: ① Share and analyze the clues in the script and discuss
how these clues are connected to the current situation. ② Pose questions to other roles, which can
be about clues related to that role or about suspicions concerning that role. (3) Reasoning: In this
phase, the agent’s action is to articulate their thoughts on the current suspect’s motive and reasons for
committing the crime. (4) Final Voting. At this stage, there is only one action, which is to identify
the Murderer and provide the motive and method of the crime.

2 Additional Details on the Dataset

2.1 Dataset Collection and Access

In our research, we introduce a benchmark based on murder mystery games, named WhodunitBench,
designed to evaluate large multimodal agents (LMAs). We provide a detailed description of the
dataset collection and verification processes as follows:

Collection. In this study, we invited five seasoned experts from the murder mystery game domain
to select and extract suitable scripts. Each expert meticulously screened the provided script library
based on detailed selection criteria, choosing the top 50 scripts that best met the standards, for which
they received a compensation of $100 each. Furthermore, the author personally conducted a thorough
review to ensure all selected scripts met the expected quality and thematic requirements.

During the question annotation phase, we employed ten experienced scripted murder mystery game
experts to annotate the data, with a compensation of $0.50 per question. Given the importance and
complexity of constructing intricate reasoning chains, each reasoning chain was priced at $2 for
annotation. To ensure the quality of annotations, we also hired three experts to review the questions
at a cost of $0.20 per question. All data reviews were conducted strictly to ensure accuracy and
reliability. The primary resources we utilize in our work are the cloud services provided by the agent’s
company. Running all 50 scripts through a single model at once requires approximately 20 million
tokens. We estimate the average hourly wage for the annotators to be approximately $8 per hour.

Refinement and Verification. To ensure the standardization and accuracy of our questions, we have
established a meticulous proofreading and verification process. After the initial tagging is completed,
each tagged question and reasoning chain undergoes a three-stage review to ensure it meets preset
standards and logical correctness: ① Preliminary Review Stage: This stage is conducted by three
experts who are separate from the tagging team. They are primarily responsible for checking the
grammar, spelling, and format of the questions to ensure they meet predetermined standards and for
confirming the basic logic and factual accuracy of the questions. This step is designed to ensure that
all questions are clear and accurate before proceeding to a more in-depth logical review. ② Logic
and Consistency Review: After passing the preliminary review, each question and reasoning chain
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enters the logic review stage. At this stage, the review team delves into the logical processes and
structure within the questions and reasoning chains to ensure that each link is logically rigorous and
closely connected to the overall plot of the script. In particular, reviewers check for logical gaps or
leaps in reasoning. ③ Final Confirmation Stage: After rigorous reviews in the previous two stages, all
questions and reasoning chains are submitted to the authors for final review. In this stage, in addition
to reconfirming the accuracy and logic of the questions, the difficulty level is also assessed to ensure
it is appropriate. Furthermore, the authors integrate all review comments to refine and optimize the
questions, ensuring each one meets the highest quality standards.

2.2 Additional Quantitative Examples

In this section, we provide additional examples of scripts used to configure the arena and questions
for evaluation: (1) Further script examples are shown in Figure 3, 4. (2) Additional examples of
question-answer (QA) are illustrated in Figure 5 and 6, which displays the multi-step reasoning
questions we have marked, as well as the specific reasoning chains used during the marking process.

3 Dataset Documentation

3.1 Motivation

For what purpose was the dataset created? We created this dataset as a comprehensive test-bed for
evaluating the perception, role-playing interaction, cognition and goal-achievement capabilities of
large multimodal agents via murder mystery games.

3.2 Composition

What do the instances that comprise the dataset represent (e.g., documents, photos, people,
countries)? The instances in the dataset represent two main types of data. The first type includes
elements for constructing the game environment of scripted murder mystery games, such as overall
scripts, role scripts, and graphic and textual clues. The second type includes data for evaluating
agents, comprising multiple-choice questions and open-ended questions.

Does the dataset contain all possible instances or is it a sample (not necessarily random) of
instances from a larger set? Our script dataset is a sample from an existing collection of real-world
scripted murder mystery game data, while the evaluation dataset consists of new annotations created
by us.

What data does each instance consist of? In the first part of the script dataset, each instance consists
of background script information, role script information, and graphic and textual clues within the
script. In the second part, the evaluation dataset, each multiple-choice question instance includes a
set of images, a long text passage, a question with options, and the correct answer. Each open-ended
question instance includes a question, and the correct answer.

Is there a label or target associated with each instance? Yes, there is a label or target associated
with each instance. In the script dataset, each instance includes roles, clues, and context information,
which can be considered as targets or labels depending on the task. In the evaluation dataset, the
multiple-choice questions and open-ended questions have correct answers that serve as the targets or
labels for each instance.

Is any information missing from individual instances? No, there is no information missing from
individual instances. Each instance in both the script dataset and the evaluation dataset is complete
with all necessary information

Are relationships between individual instances made explicit (e.g., users’ movie ratings, social
network links)? No, the relationships between individual instances are not explicitly defined. Each
instance in the script and evaluation datasets is treated independently without direct links to other
instances.

Are there recommended data splits (e.g., training, development/validation, testing)? No, there
are no recommended data splits. Users of the dataset can define their own splits based on their specific
needs and goals.
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Are there any errors, sources of noise, or redundancies in the dataset? Yes, there are potential
sources of noise and redundancies in the dataset. Since the script dataset is sourced from existing
open-source scripted murder mystery games, some scripts may contain inconsistencies or ambiguities
that can introduce noise despite our best efforts to minimize them.

Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g.,
websites, tweets, other datasets)? The dataset is not entirely self-contained as it includes scripts
sourced from real-world scripted murder mystery games. While these scripts are included in the
dataset, they originate from publicly available resources. Despite this, all evaluation data and
annotations are self-contained within the dataset and do not rely on external resources.

Does the dataset contain data that might be considered confidential (e.g., data that is protected
by legal privilege or by doctor–patient confidentiality, data that includes the content of indi-
viduals’ non-public communications)? No, the dataset does not contain any data that might be
considered confidential. The scripts are sourced from publicly available scripted murder mystery
games, and all evaluation data and annotations were created specifically for this dataset.

Does the dataset contain data that, if viewed directly, might be offensive, insulting, threatening,
or might otherwise cause anxiety? The dataset does not intentionally contain any data that might be
offensive, insulting, threatening, or anxiety-inducing. However, given the nature of scripted murder
mystery games, some scripts may include themes of crime, violence, or other mature content that
could be sensitive to some users. We have made efforts to review and filter the content to minimize
potential issues. Additionally, if users identify any content they find problematic, we encourage them
to report it to us, and we will take steps to replace or remove such content as necessary.

Does the dataset identify any subpopulations (e.g., by age, gender)? No

Is it possible to identify individuals (i.e., one or more natural persons), either directly or
indirectly (i.e., in combination with other data) from the dataset? No, it is not possible to identify
individuals, either directly or indirectly, from the dataset. The dataset consists of fictional roles and
scenarios from scripted murder mystery games and does not include any real personal information or
data that could be used to identify natural persons.

Does the dataset contain data that might be considered sensitive in any way (e.g., data that
reveals race or ethnic origins, sexual orientations, religious beliefs, political opinions or union
memberships, or locations; financial or health data; biometric or genetic data; forms of
government identification, such as social security numbers; criminal history)? No. The dataset
focuses solely on fictional roles and scenarios from scripted murder mystery games, without including
any real or sensitive personal information.

3.3 Collection Process

How was the data associated with each instance acquired? The data associated with each instance
was acquired through two main methods. The script dataset was sourced from a collection of publicly
available, real-world scripted murder mystery game scripts. The evaluation dataset, on the other hand,
was created by our team, who carefully annotated and developed multiple-choice and open-ended
questions based on the content of the scripts.

What mechanisms or procedures were used to collect the data (e.g., hardware apparatuses or
sensors, manual human curation, software programs, software APIs)? The data was collected
using a combination of manual curation and various software tools. For the game scripts, we
downloaded them from publicly available online resources. We then used OCR (Optical role
Recognition) technology to process and extract the script content. The images within the scripts
were processed using image cropping techniques to obtain the clue information. The evaluation
dataset was created by our team. We manually annotated the questions and correct answers based
on the script content. For generating distractor options for the multiple-choice questions, we used
GPT-4, and our team further refined these options to ensure quality and relevance. The entire process
involved meticulous manual work complemented by advanced software tools to ensure accuracy and
consistency.

If the dataset is a sample from a larger set, what was the sampling strategy (e.g., deterministic,
probabilistic with specific sampling probabilities)? The dataset is a sample from a larger set,
and the sampling strategy was deterministic. We enlisted the expertise of seasoned murder mystery
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game experts to ensure quality and applicability. The scripts were sourced from industry-recognized
creative teams and platforms, with selection criteria focusing on: ① Scientific Integrity: Excluding
scripts with supernatural phenomena to ensure realistic resolutions. ② Content Complexity: Choosing
scripts with high reasoning complexity to test deductive capabilities. ③ Logical Coherence: Ensuring
logical soundness with balanced evidence and clues.

Who was involved in the data collection process (e.g., students, crowdworkers, contractors)
and how were they compensated (e.g., how much were crowdworkers paid)? In this study, five
seasoned experts from the murder mystery game domain were invited to select and extract suitable
scripts. Each expert screened the script library and chose the top 50 scripts that best met our criteria,
receiving a compensation of $100 each. The author personally reviewed all selected scripts to ensure
quality and thematic alignment. For the question annotation phase, we employed ten experienced
murder mystery game experts. They were compensated at $0.50 per question for general annotations
and $2 per intricate reasoning chain. Additionally, three experts were hired to review the annotations
at $0.20 per question to ensure accuracy and reliability.

Over what timeframe was the data collected? The data was collected over a period of three
months, from March 2024 to May 2024. During this time, the script selection, annotation, and review
processes were conducted to ensure the quality and applicability of the dataset.

Were any ethical review processes conducted (e.g., by an institutional review board)? No

Did you collect the data from the individuals in question directly, or obtain it via third parties
or other sources (e.g., websites)? We did not collect the data directly from individuals. The script
data was obtained from publicly available sources on websites, curated and selected by seasoned
murder mystery game experts. The evaluation data, including annotations and questions, was created
by our team of experts based on the sourced scripts.

Were the individuals in question notified about the data collection? N/A

Did the individuals in question consent to the collection and use of their data? N/A

If consent was obtained, were the consenting individuals provided with a mechanism to revoke
their consent in the future or for certain uses? N/A

Has an analysis of the potential impact of the dataset and its use on data subjects (e.g., a data
protection impact analysis) been conducted? No

3.4 Preprocessing/cleaning/labeling

Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing
of missing values)? Yes, extensive preprocessing, cleaning, and labeling of the data were performed.
For the script dataset, we used OCR technology to extract text from images and processed the images
for clarity. We also performed manual cleaning to remove any inconsistencies and ensure logical
coherence. For the evaluation dataset, we annotated questions and correct answers, and generated
distractor options using GPT-4, followed by manual refinement.

Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to support
unanticipated future uses)? Yes, the raw data was saved alongside the preprocessed, cleaned, and
labeled data to support unanticipated future uses and to ensure transparency and reproducibility.

Is the software that was used to preprocess/clean/label the data available? No

3.5 Uses

Has the dataset been used for any tasks already? No, this dataset has not been utilized for any
tasks before the baseline experiments conducted in this paper.

Is there a repository that links to any or all papers or systems that use the dataset? No

What (other) tasks could the dataset be used for? The dataset can be used to test multimodal agents’
abilities to perceive, reason, and make decisions in dynamic, incomplete information environments.
It aims to assess how well agents can complete tasks in a manner akin to human behavior, addressing
the significant challenge of developing a theory of mind to navigate complex scenarios.

6



Is there anything about the composition of the dataset or the way it was collected and prepro-
cessed/cleaned/labeled that might impact future uses? We will continue to maintain the dataset
and attempt to expand its scale to achieve a more comprehensive evaluation.

Are there tasks for which the dataset should not be used? Yes, the dataset should not be used for
tasks that require large-scale training data due to its limited size.

3.6 Distribution

Will the dataset be distributed to third parties outside of the entity (e.g., company, institution,
organization) on behalf of which the dataset was created? The dataset is open-source, and we will
also provide the scripts we used. However, it is important to note that we do not claim any rights over
the scripts.

How will the dataset will be distributed (e.g., tarball on website, API, GitHub)? The dataset will
be distributed via a GitHub repository.

When will the dataset be distributed? The dataset will be made open-source after a final review by
our team.

Will the dataset be distributed under a copyright or other intellectual property (IP) license,
and/or under applicable terms of use (ToU)? No

Have any third parties imposed IP-based or other restrictions on the data associated with the
instances? No

Do any export controls or other regulatory restrictions apply to the dataset or to individual
instances? No

3.7 Maintenance

Who will be supporting/hosting/maintaining the dataset? All the authors.

How can the owner/curator/manager of the dataset be contacted (e.g., email address)? Contact
by email at any time

Is there an erratum? No

Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete instances)?
It may be updated, and if necessary, we will propose modifications on our GitHub.

If the dataset relates to people, are there applicable limits on the retention of the data associated
with the instances (e.g., were the individuals in question told that their data would be retained
for a fixed period of time and then deleted)? No

Will older versions of the dataset continue to be supported/hosted/maintained? No

If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for
them to do so? Yes, if others wish to extend, augment, build on, or contribute to the dataset, they
can do so by submitting pull requests or opening issues on our GitHub repository. We encourage
community contributions and aim to review and integrate them in a timely manner to enhance the
dataset.

4 Additional Details on the Evaluation Benchmark

4.1 Prompts

To enable LMAs to perform within our WhodunitBench, we introduce a series of structured prompts.
The categories of prompt templates we use are detailed in the table 1. The specific content for each
prompt type is presented in Figures 7, 8, 9 and 10. The symbol attribute within the table links directly
to the corresponding detailed contents.
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Table 1: Detailed description of the prompt
Category Name Symbol Description

System
Rules Ie Describes the rules and procedures of the Game
Script IS Provide the agent with its role details

Live-info Id Real-time information about the current game, such as dialog information

Action

Introduction Ii The action that involves asking the agent to introduce itself
Discussion ID The action that prompts the agent to discuss and choose an action
Reasoning Ir The action that directs the agent to identify the murderer and their motive

Voting Iv The action that directs the agent to vote the murderer

Evaluation

RP IP Prompts used to evaluate the naturalness of agent role-playing
SPC Ip Prompts used to evaluate the degree of agent role immersion
CMD Ic Prompts used to score the agent’s final reasoning on the motive and method of the crime

4.2 Additional Examples of Dialogue Content

Figures 11, 12 and 13 display examples of dialogue content generated by LMAs at various stages of
the game.

4.2.1 Human Performance

Human performance serves as an upper bound for our benchmark. To obtain more rigorous and robust
results, we plan to include a wider range of participants with diverse skill levels in future evaluations.
And we have developed an interface that allows human participants to directly engage with different
LMAs within a murder mystery game scenario. This setup not only offers participants a tangible
sense of the differences between LMAs but also furnishes data that facilitates an in-depth analysis
of human and agent behavior patterns, decision-making processes, and the efficacy of human-agent
collaboration. These insights are invaluable for the continued development of intelligent systems.

5 Author Statement

The scripts used in this study were collected from publicly available online websites. All scripts were
gathered within the scope of public accessibility, ensuring compliance with relevant data usage and
privacy policies. We acknowledge that all intellectual property rights of the collected scripts belong
to the original authors or platforms, and we thank them for creating and sharing these resources.
These resources are used solely for academic research, and we pledge not to use this data for any
purposes unrelated to research. The annotated data is marked by our team, and we own the copyright.
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Figure 2: Detailed role scripts of Figure 1
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Figure 3: Additional examples of murder mystery game scripts utilized in our dataset.
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Figure 4: Additional examples of murder mystery game scripts utilized in our dataset.
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Figure 5: Additional examples of multi-step reasoning QA and corresponding reasoning chains.
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Figure 6: Additional examples of multi-step reasoning QA and corresponding reasoning chains.
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Figure 7: System prompts for game rule introduction.
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Figure 8: System prompts for role scripts and live information introduction.
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Figure 9: Action prompts for guiding LMAs in self-introduction, discussion, reasoning and voting.
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Figure 10: Evaluation prompts for assessing RP, CMD and SPC metrics.
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Figure 11: Examples of dialogue content generated by LMAs in the self-introduction stage.
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Figure 12: Examples of dialogue content generated by LMAs for sharing clues in the discussion
stage.
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Figure 13: Examples of dialogue content generated by LMAs for battle in the discussion stage.
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