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1 INTRODUCTION

This supplemental material contains five parts:

e Sec. 2 gives the details of the Efficient Viewpoints Selection
algorithm.

e Sec. 3 gives more supplementary ablation experiments

e Sec. 4 provides additional results of our method.

2 EFFICIENT VIEWPOINTS SELECTION

In existing methods for generating geometric and material prop-
erties based on diffusion models, viewpoints selection typically
falls into two categories: a large range of random viewpoints (e.g.,
DreamFusion [3], Fantasia3D [1]) and fixed viewpoints (e.g., TEX-
Ture [4], Instruct-Nerf2Nerf [2]). Random viewpoints often demand
a substantial number of samples to ensure thorough coverage, prov-
ing effective for geometry generation and optimization. However,
for our translucent material generation, random viewpoints intro-
duce excessive redundancy, significantly diminishing efficiency. On
the other hand, fixed perspectives, though manually set for dis-
tribution control, lack adaptability for batch 3D model material
generation and may lack reliability.

To effectively minimize redundant viewpoints and achieve max-
imum coverage of the model during the editing of translucent ma-
terial on 3D models, we proposed an efficient viewpoint selection
method termed Efficient Viewpoints Selection (EVS). The primary
goal of EVS is to select optimal viewpoints, minimizing the required
number of viewpoints while achieving comprehensive model cov-
erage.

Viewpoints sampling. Given a sampled point ps on the 3D
model’s surface, we first obtain the corresponding surface normal
n. Using this sampled surface point as the origin and it’s normal
as the ray direction, we calculate the intersection point p; of this
ray with a sphere of radius r. The camera position is located at
the intersection p;, and the camera orientation is aligned with the
direction from the intersection p; to the sampled surface point ps.
This process generates multiple viewpoints v; € {0, - ,v,} for
subsequent use. The approach of sampling using the normals of
sampled surface points demonstrates enhanced model adaptabil-
ity compared to random viewpoint sampling within the boundary
sphere. This technique is particularly effective in addressing occlu-
sion issues in various complex models.

Efficient viewpoints selection. We adopt an "efficient viewpoints
selection” strategy to select the most suitable sampled viewpoints
v;. Our algorithm is detailed in Algorithm 1. The algorithm itera-
tively selects the best viewpoint v; from the sampled viewpoints
Vsampled> rendering the scene from each viewpoint. The algorithm

Figure 1: UV Mapping. Transforming the UV feature map of
each viewpoint from UV coordinates to pixel coordinates on
the texture map, we generate a UV color map corresponding
to each viewpoint V;. For a UV color map UV;, distinct colors
denote different indications.

then divides the surface into two parts: Speqy, the surface area visi-
ble from the current viewpoint, and Sy; s, the remaining surface
area. The algorithm calculates the pixel values of the two parts
and evaluates the viewpoint score based on the ratio of the sum of
pixel values to the total surface area of Sye,y. The algorithm selects
the viewpoint with the highest score and adds it to the selected
viewpoints Vi,jecreq- The algorithm repeats this process until con-
vergence, ensuring efficient viewpoint selection for comprehensive
model coverage.

To validate the effectiveness of our algorithm, we designed a UV
color map through UV mapping to verify the effectiveness of the
viewpoint coverage. Initially, we obtain the sampled viewpoints
and render the scene for each viewpoint. In each viewpoint, we
obtain rasterized UV features ranging from 0 to 1, forming a UV
feature map with two channels. Subsequently, we convert the UV
feature maps of each viewpoint from UV coordinates to pixel coor-
dinates of the texture map. This transformation ensures that each
pixel in the UV feature map has a corresponding mapping to the
texture map’s pixels. This conversion yields a UV color map UV;
of each viewpoint.For a UV color map UV;, distinct colors denote
different indications: The "black"” area indicates regions without UV
mapping.The "gray" area represents regions with UV mapping but
is not projected by the current viewpoint. The area indicates
regions covered by projections from previously selected viewpoints.
The "red" area shows regions not previously covered but projected
by the current viewpoint.

"black”, Non-UV mapping area

"gray’,  Uncovered UV map area
color(UV;) =4 © 7~
, Covered UV map area
"red", Covered area by current view
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Algorithm 1: Efficient Viewpoints Selection

input :3D mesh
output: Veerected

mesh « Normalize(mesh);

[

)

samplePoints, normals < SampleSurfacePoints(mesh);
Vsampled < 0;
foreach pg, n € samplePoints, normals do
pi < BoundingSpherelntersection(ps,n,r = 2);
v; < SetViewOrientation(p; — ps);
Vsampled-append(vi);
s end

©w

o G

N}

©

Vselected < 0;
10 while not converged do

11 foreach v; € Vsgpmpleq do
12 Snew: Sothers <
DivideSurface(mesh, vi, Veiected)s
13 pixel(Spew = 1,Sothers = 0) < RenderSetting;
14 image <« Render (mesh,v;);
15 > Pualue=1 < Sum(image[value = 1]);
16 A(Spew) < TotalSurfaceArea(Spew);
17 Score(v;) « —afgz’e“;l;
18 end
19 Opest < SelectBestScore (Viampied, Score(vi));
20 Vselected-2append(vpes;);
21 Vsampled~remove(0best)3
22 end

1N}

3 return Viejecred:

3 ABLATION EXPERIMENTS

Ablation of viewpoints selection. Figure 2 shows the results of
transferring different materials to the 3D chair model using two
different viewpoint selection methods. The results show that the
selection of viewpoints greatly influences experiment outcomes. As
shown in 2, a Dense viewpoint results in excessive overlap, leading
to over-averaged results. On the other hand, dynamic viewpoint se-
lection ensures efficient surface coverage, minimizing the required
number of viewpoints and yielding more detailed results.

Consistency Constraint on Editing Results. We validated the
effectiveness of our iterative editing-optimization strategy in en-
suring consistency in the editing results. As shown in Figure 3,
we compared the outcomes of only one-time editing results with
those resulting from iterative editing using our iterative editing-
optimization strategy. The results reveal significant color discrep-
ancies in the one-time edit outcomes across different viewpoints,
directly impacting the overall quality of the 3D model editing, as
shown in the one-time update results in the figure "Comparison
with other 3D scene editing methods" in the main text. In contrast,
our iterative editing-optimization strategy substantially enhances
the consistency of the editing results.

Anonymous Authors

Dense Viewpoint

Sparse
Viewpoint

Figure 2: Ablation of viewpoint selection.We compare our
results with those of editing using a dense uniform viewpoint
sampling approach.

One Edit

Iterative Edit

Figure 3: Ablation study for only edited results. We conducted
an ablation study on the editing outcomes from multiple
viewpoints, comparing the results of one-time editing with

those obtained through iterative editing using our iterative
editing-optimization strategy.

4 ADDITIONAL RESULTS

In this section, we show the results of editing experiments on
additional models and material images, along with their re-rendered
outcomes from different viewpoints.

Figure 4 shows the editing results of different 3D models includ-
ing a bunny, armadillo, skull, chair, Samoyed, and girl, using the
amethyst material. We validate the robustness of our method in 3D
model editing by transferring the same single material across vari-
ous models. Simultaneously, examining the editing outcomes from
different viewpoints verifies that our iterative editing-optimization
strategy effectively ensures consistency of material editing for het-
erogeneous translucent materials across multiple viewpoints.

Figure 5 shows the editing results of a 3D chair model using
five different materials: amethyst, apophyllite, calcite, jade, and
prehnite, demonstrating the effects from various viewpoints. In
Figures 5, we demonstrate the editing results of a single 3D model
with different materials, validating the robustness of our approach
to 2D translucent material images.

182
183
184

185

191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231

232



233

234

235

236

237

238

239

240

242

243

244

245

246

247

248

249

259

260

261

262

263

264

265

266

267

268

269

270

281

282

283

284

285

286

287

288

289

290

Learning to Transfer Heterogeneous Translucent Materials from a 2D Image to 3D Models

ACM MM, 2024, Melbourne, Australia

Figure 4: Different models with amethyst.
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Figure 5: chair with different material images.
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