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A APPENDIX

A.1 PROOF OF LEMMA 1

The density function of (s, t, o) in GS–PB joint Data Generation Process could be written as

f(s, t, o) = κt(1− κ)1−tf t
Q(s)f1−t

Q′ (s)f t
r(o | s)f1−t

y (o | s),

where fr(· | s) and fy(· | s) represent the conditional probability density function of ri and yi given
qi = s, following (1) and (2), respectively. This could be further written as

f(s, t, o) = (κfQ(s) + (1− κ)fQ′(s))︸ ︷︷ ︸
fκQ+(1−κ)Q′ (s)

·
κt(1− κ)1−tf t

Q(s)f1−t
Q′ (s)

κfQ(s) + (1− κ)fQ′(s)︸ ︷︷ ︸
Pr(ti=t|s)=tp(s)+(1−t)p(s)

· f t
r(o | s)f1−t

y (o | s)︸ ︷︷ ︸
f
o(t)

(o|s)

, (11)

recalling the notation in Causal Data Generation Process, and thereby show the distributional equiv-
alence of two processes. □

A.2 ADDITIONAL NUMERICAL RESULTS FOR §4

(a) n = 100 (b) n = 500 (c) n = 1000

Figure 3: The efficiency gains of different routing strategies compared with the random routing
baseline versus the primary model usage ratio. The query embedding dimension is reduced to 100
via PCA and all regressions are implemented via random forest. Other explanations are the same as
Figure 1.

(a) n = 100 (b) n = 500 (c) n = 1000

Figure 4: The efficiency gains of different routing strategies compared with the random routing
baseline versus the primary model usage ratio. The query embedding dimension is reduced to 100
via PCA and all regressions are implemented via XGBoost. Other explanations are the same as
Figure 1.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2026

A.3 THE USE OF LARGE LANGUAGE MODELS (LLM)

For this project, LLMs were used to polish the writing of the main paper and to assist with coding
for the numerical experiments.
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