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Abstract
Automated recommendation of machine learning algorithms is receiving a large deal of attention, not only because they can recommend the most suitable algorithms for a new task, but also because they can support efficient hyper-parameter tuning, leading to better machine learning solutions. The automated recommendation can be implemented using meta-learning, learning from previous learning experiences, to create a meta-model able to associate a data set to the predictive performance of machine learning algorithms. Although a large number of publications report the use of meta-learning, reproduction and comparison of meta-learning experiments is a difficult task. The literature lacks extensive and comprehensive public tools that enable the reproducible investigation of the different meta-learning approaches. An alternative to deal with this difficulty is to develop a meta-feature extractor package with the main characterization measures, following uniform guidelines that facilitate the use and inclusion of new meta-features. In this paper, we propose two Meta-Feature Extractor (MFE) packages, written in both Python and R, to fill this lack. The packages follow recent frameworks for meta-feature extraction, aiming to facilitate the reproducibility of meta-learning experiments.

Limitations and Broader Impact Statement
In this paper, researchers proposed an alternative to deal with the difficulty of using general frameworks for meta-feature extraction and reproducibility by developing a meta-feature extractor package. The paper introduces tools following uniform guidelines that facilitate the use and inclusion of new meta-features. Two packages are presented, one developed in python called pyMFE and another in R called MFE.

As the paper presented tools, there are no high-risk ethical and societal implications. However, AutoML tools could use our proposed tools, and consequently, they could add some bias that we cannot measure.

There are also important considerations relating to the tools. We have not extensively tested meta-feature hyperparameters, which may vary from different problems. We set the default hyper-parameter as we have seen in related papers used for understanding the meta-feature. Moreover, we noted some meta-features are expensive and can not be adequate for all problems. We just put it there for completeness.

We would encourage further work to understand how to choose better the meta-features based on their time against performance.
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