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This is the supplementary materials for Efficient Single Image
Super-Resolutionwith EntropyAttention andReceptive Field
Augmentation. We mainly provide further analysis of the effective
receptive field and more visualization results here.

1 COMPARISON OF EFFECTIVE RECEPTIVE
FIELD IMAGE

A feature point in convolutional networks depends on a region of
the input, which is termed as receptive field (RF) for this feature
point. RF can be described as the maximum amount of informa-
tion a feature point can capture, while the effective receptive field
(ERF) [7] can be viewed as the efficiency of information capture for
each feature point. Here, we compared the ERF of several advanced
methods, including EDSR [6], SwinIR [5], and SRFormer [11].

Fig. 1 demonstrates the comparison between the ERFs of these
methods. It can be observed that the ERF of our EARFA covers a
larger area than other methods, covering almost the entire input
image. This indicates that our SLKA endows the proposed method
with the ability to perceive a larger area and output more precise
SR results.

The superiority of our method in terms of ERF shown in Fig. 1
is inapparent. Therefore, we further illustrate the Area Ratio and
Rectangle Side Length of covered by the ERF with the same con-
tribution threshold, as shown in Fig. 3, where the horizontal axis
represents the proportion of included weights to total weights, the
points in the plot are positioned at [0.2, 0.3, 0.5, 0.95]. The vertical
axis on the left side of the graph indicates the area of the central
window required to include the specified proportion of weights. The
vertical axis on the right side of the graph indicates the side length
of the central window required to include the specified proportion
of weights. The image size used for testing ERF [7] is 128 × 128.
When the threshold is set to 0.95, we find that the side length of the
central window for EDSR [6] is 45, indicating that it only requires
a window size of 45 × 45 to cover 95% of the weights. This sug-
gests that its ERF [7] is small, with less concentrated and diverse
effective information, and insufficient feature diversity. SwinIR [5]
requires a central window size of 99×99 to cover 95% of the weights,
while SRFormer [11] requires a central window size of 119 × 119,
indicating that SRFormer [11] contains more information richness
compared to SwinIR [5], possessing certain feature diversity. In
contrast, our method requires a central window size of 125 × 125
to cover 95% of the weights. At this point, the relationship between
the side length of the central window and the covered weight range
is almost linear, suggesting that our method has a global receptive
field, containing a significant amount of effective information.

2 EARFA-LIGHT’S VISION RESULTS
In the main text, due to space constraints, we did not provide vi-
sual comparisons between EARFA-light and other state-of-the-art
methods. In this case, we visualize the graph of EARFA-light and

Bicubic [4], FSRCNN [1], IMDN [3], PAN [10], ShuffleMixer [9],
SAFMN [8] on Urban100 [2]. The visual comparison between our
models and other compared methods on Urban100 [2] with SR×4 is
shown in Fig. 2. In some challenging scenarios, the previous meth-
ods may suffer blurring artifacts, distortions, or inaccurate texture
restoration. In contrary, the proposed EARFA-light can effectively
mitigate these artifacts and preserve more structures and finer de-
tails. For example, in testing image ”img_078”, the reconstructed
images of the previous methods are mostly have some problems
such as blur, distortion, and poor detail recovery. And our proposed
EARFA-light can restore the correct structure. We also observed
this phenomenon in other images. This is primary because EA and
SLKA provide our models with more informative inference and
enhanced effective receptive fields.
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Figure 1: The Effective Receptive Field (ERF) of EDSR [6] and SwinIR [5], SRFormer [11], EARFA (ours). The best and second
best results are marked in red and blue, respectively.

Figure 2: Visual comparison between the proposed models and other advanced SISR methods on Urban100 [2] with SR×4. The
best and second best results are marked in red and blue, respectively.
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Figure 3: Comparative graph of the performance of different methods. The vertical axis on the left side of the graph indicates
the area of the central window required to include the specified proportion of weights. The vertical axis on the right side of the
graph indicates the side length of the central window required to include the specified proportion of weights.
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