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Abstract

We introduce KyrgyzNER, the first manually
annotated named entity recognition dataset for
the Kyrgyz language. Comprising 1,499 news
articles from the 24.KG news portal, the dataset
contains 10,900 sentences and 39,075 entity
mentions across 27 named entity classes. We
show our annotation scheme, discuss the chal-
lenges encountered in the annotation process,
and present comprehensive corpus statistics.
Our experiments with several NER models, in-
cluding classical CRF-based approaches and
state of the art pretrained multilingual models
fine-tuned on KyrgyzNER, demonstrate that
while all approaches struggle with underrepre-
sented classes, models such as XLM-RoBERTa
achieve a promising balance between precision
and recall. These results highlight both the chal-
lenges and the potential of leveraging multilin-
gual pretraining for low-resource languages;
we note that while XLM-RoBERTa was best,
all multilingual models achieved similar scores,
indicating that further investigation and experi-
ments with modified, “more atomic” annotation
schemes might provide better insight model
comparison for Kyrgyz language processing.

1 Introduction

Recent advances in machine learning and natural
language processing (NLP) have been fueled by
the availability of large, high-quality annotated
datasets. However, the bulk of these resources have
been developed for high-resource languages that
have abundant linguistic data. Less-resourced lan-
guages (LRL, low-resource languages) are those
spoken in the world but with fewer linguistic re-
sources for language technologies (Cieri et al.,
2016); they are significantly underrepresented in
NLP research, and this imbalance not only limits
the development of robust language technologies
for low-resource language communities but also
perpetuates inequalities in the access to cutting-
edge NLP tools.

The emergence of multilingual language mod-
els such as BERT (Devlin et al., 2018) and XLM-
RoBERTa (Xue et al., 2021a), trained on languages
with varying amounts of resources, offers new
possibilities for NLP in low-resource languages.
These models allow knowledge transfer from well-
resourced languages to underrepresented ones, pro-
viding a solid foundation for tasks such as named
entity recognition (NER).

Kyrgyz is a prime example of a less-resourced
language, with only a limited number of tools and
datasets available for its processing. Developing
manually annotated datasets for Kyrgyz is essen-
tial for evaluating and improving language mod-
els. While multilingual models continue to evolve,
creating human-validated datasets remains a funda-
mental step in building reliable language resources.
Even in the era of modern NLP, which is increas-
ingly moving towards universal models such as
LLMs (Brown et al., 2020; Achiam et al., 2023)
and others, it is still difficult to envision progress
without, at the very least, access to the evaluation
data prepared and/or validated by humans.

NER is a core NLP task that involves identify-
ing and classifying specific entities in text, such as
names of people, locations, or organizations (Juraf-
sky and Martin, 2008), or other predefined domain-
specific categories (Miftahutdinov et al., 2020). It
is a fundamental component for applications such
as information extraction, question answering, and
conversational systems, playing a crucial role in ex-
tracting structured information from unstructured
text data. Despite its importance, there are no high-
quality manually annotated datasets for NER in
Kyrgyz, which severely limits progress in this area.

In this work, we address this gap by presenting
the first manually annotated Kyrgyz NER dataset,
based on news articles from the 24.KG portal'. Our

'We use the data scraped from https://24.kg/ with the
permission of the agency’s editors to use the data for research
purposes.
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contributions are as follows: (1) we introduce a new
dataset with 10,900 sentences and 39,075 entity
mentions classified into 27 categories; (2) we eval-
uate multiple baseline models, including classical
and mainstream modern NER approaches; (3) we
establish a benchmark for Kyrgyz NER, providing
a foundation for future research. The rest of the
paper is organized as follows: Section 2 reviews
related work, Section 3 presents the dataset and
its annotation process, Section 4 reports corpus-
related statistics, Section 5 describes the baseline
models, our experimental setup, and experimental
results, Section 6 investigates reoccurring mistake
patterns, and Section 7 concludes the paper.

2 Related Work

2.1 Named Entity Recognition

Named entity recognition (NER) has evolved sig-
nificantly over the years, with early approaches
categorized into rule-based and machine learning-
based methods. Rule-based methods (Hanisch
et al., 2005; Quimbaya et al., 2016) rely on man-
ually crafted rules and lexicons with entities ex-
tracted by substring matching; they offer high
precision but suffer from limited adaptability and
extensive manual labor required. Notable exam-
ples include systems such as FASTUS (Appelt
et al., 1995), Lasie-II (Humphreys et al., 1998), Ne-
tOw1 (Krupka and Hausman, 1998), Facile (Black
et al., 1998) and others. Machine learning-based
methods treat NER as a sequence labeling problem,
where large annotated corpora are used to train
models that predict tags for each token in a text (Liu
et al., 2022). Classical NER models employed hid-
den Markov models (HMM) (Eddy, 1996), max-
imum entropy models (Kapur, 1989), and condi-
tional random fields (CRF) (Lafferty et al., 2001),
which led to better generalization abilities com-
pared to rule-based systems.

In recent years, deep learning architectures such
as BiILSTM-CRF models (Vajjala and Balasub-
ramaniam, 2022) have become a standard tool
for NER, with bidirectional long short-term mem-
ory (LSTM) architectures capturing the context
better (Huang et al., 2015; Ma and Hovy, 2016;
Hochreiter and Schmidhuber, 1997) and CRF pro-
viding additional improvements in decoding the
most probable label sequence (Qi et al., 2018).
Transformer-based models, such as BERT (Devlin
et al., 2019a) and its multilingual variants, have
further advanced the field by providing contextual

word representations that significantly improve per-
formance across multiple languages. Recent in-
novations include GPT-based NER that reframes
NER as a text generation task, achieving competi-
tive results in few-shot settings (Wang et al., 2023);
these models, however, lead to new challenges such
as hallucinations and require the development of
self-verification strategies.

Nested NER (Finkel and Manning, 2009) refers
to the identification of entities that are hierarchi-
cally structured or can overlap within a single
text, such as recognizing “The Chinese embassy in
France” as both a facility entity and geographical
entities like “Chinese” and “France”. While Nested
NER finds numerous applications in different do-
mains (Wang et al., 2020; Loukachevitch et al.,
2023) and represents a significant NLP challenge
due to its complex annotation requirements, it falls
outside the scope of this work, where we focus on
“flat” NER for the Kyrgyz language.

2.2 Custom Datasets for Less-Resourced
Languages

Custom datasets are crucial for addressing the
unique linguistic features of less-resourced lan-
guages, and similar techniques have been used
in other domains for similar problems. For in-
stance, in the biomedical domain, specialized cor-
pora for disease and drug entity recognition tailored
to the unique terminologies and nomenclatures of
the field have driven advances in biomedical text
mining (Zhang and Wu, 2021). This approach of
building domain-specific datasets mirrors the de-
velopment of a custom Kyrgyz NER dataset, which
addresses the lack of language resources by captur-
ing the specific linguistic characteristics of Kyrgyz.

Several widely used datasets have significantly
advanced NER research and applications. CoNLL-
2003, a landmark dataset for NER tasks, features
English and German texts with annotations for
entities such as Person, Location, Organization,
and Miscellaneous;, it was derived from Reuters
news stories and has been extensively utilized in
NLP research. CoNLL-2003 is available via Ten-
sorFlow Datasets and Papers With Code (Tjong
Kim Sang and De Meulder, 2003). OntoNotes 5.0
encompasses annotations across multiple domains
such as newswire, broadcast conversations, and
telephone conversations; this dataset supports 18
entity types and provides an essential resource for
diverse NLP applications (Pradhan et al., 2013).
WNUT 2016/2017 was designed for entity recogni-



Dataset Lang. # of # of Sources
Sent.  Entity
Classes
KyrgyzNER Kyrgyz 10,900 27 News
(24.KG)
Uzbek NER  Uzbek 1,160 6 News and
social media
KazNERD  Kazakh 112,702 25 Wiki and
news
Turkish Wiki Turkish 20,000 3 Wiki
NER
WikiANN  Multiple  Variable 3 Wiki (282
languages)
Table 1: Comparison of Turkic and related NER
datasets.

tion in noisy user-generated text, particularly from
social media platforms, making it indispensable for
real-world NLP applications (Strauss et al., 2016).
WikiANN is a large multilingual dataset annotated
for named entities in over 282 languages, includ-
ing support for less-resourced languages such as
Uzbek, Turkish, Tatar, and Kazakh; it is a criti-
cal resource for low-resource NLP tasks, acces-
sible via platforms such as Hugging Face and
GitHub (Rahimi et al., 2019).

2.3 NER Datasets for Turkic Languages

Several datasets have been developed specifically
for Turkic languages, including:

e Uzbek NER Dataset with 1,160 sentences an-
notated for parts of speech and named entities
in the Uzbek language (Mengliev et al., 2024);

* Kazakh NER Dataset (KazNERD), an open-
source dataset with 112,702 sentences and
136,333 annotations across 25 entity classes;
it is available on GitHub and offers robust sup-
port for NER in Kazakh (Yeshpanov et al.,
2022);

e Turkish Wiki NER Dataset with 20,000 sen-
tences sampled and re-annotated from the
Kuzgunlar NER dataset; this resource focuses
on entity types such as Person, Location, and
Organization; it is hosted on GitHub and Hug-
ging Face (Altinok, 2023).

The only NER model currently available in the
Kyrgyz language is M. Jumashev’s model? trained
on WikiANN, which is, according to the author him-
self, “not usable”.

2Available at
kyrgyz_language_NER

https://huggingface.co/murat/

2.4 State of the Art in NER Approaches

NER research continues to evolve rapidly, driven by
advancements in deep learning, with larger multi-
lingual corpora and pre-trained models being made
available. Transformer-based architectures such as
RoBERTa and XLLM-RoBERTa provide state-of-
the-art performance by capturing semantic nuances
and linguistic patterns across different languages.
Recent models incorporate more sophisticated at-
tention mechanisms and larger training corpora,
leading to state-of-the-art results on various NER
benchmarks (Lample et al., 2024).

Recent innovations include integrating external
knowledge bases into neural models, enabling bet-
ter recognition of rare or unseen entities; this hy-
brid approach has shown promising results in do-
mains such as biomedical NER, where new domain-
specific entities frequently appear (Liu et al., 2024).
Zero-shot and few-shot learning techniques have
also gained popularity, allowing models to gener-
alize to new domains or languages with minimal
training data and without extensive retraining at
all (Brown et al., 2024).

Cross-lingual and multilingual NER models
have demonstrated significant potential in address-
ing low-resource challenges. NER models are
increasingly being adapted to less-resourced lan-
guages and domains with specific terminologies
such as medical or legal texts. Researchers are in-
creasingly using transfer learning, domain adapta-
tion, and few-shot learning to enable models to gen-
eralize better from high-resource to low-resource
settings. This has resulted in substantial improve-
ments in the performance of NER systems for lan-
guages with limited annotated data, such as Kyrgyz,
by leveraging knowledge from more widely spoken
languages such as English or Russian (Peters et al.,
2024).

Finally, multilingual and cross-lingual NER
models are also increasingly able to exploit shared
linguistic features across languages to improve
recognition accuracy for underrepresented lan-
guages such as Kyrgyz. By using shared subword
tokenization and multilingual embeddings, these
models have improved the accuracy and robust-
ness of NER in languages with limited resources
and varied orthographic systems (Conneau and
Lample, 2024). Overall, state of the art NER ap-
proaches in 2025 focus on advanced neural archi-
tectures, integrating external knowledge, and en-
hancing model adaptability to diverse languages
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and domains. This has resulted in more accurate,
efficient, and scalable NER systems capable of op-
erating effectively in multilingual and low-resource
environments.

2.5 Kyrgyz language processing

Research on the Kyrgyz language has primarily
focused on linguistic studies rather than computa-
tional approaches. A substantial body of linguis-
tic research has already been devoted to various
aspects of the Kyrgyz language; see a recent sur-
vey of Kyrgyz NLP research by Alekseev and Tu-
ratali (2024). While projects promoting the Kyr-
gyz language, both commercial (Kan, 2024) and
non-commercial (UNESCO-IITE, 2022), have in-
creased recently, there remains a severe lack of
annotated datasets for NLP tasks. With this work,
we aim to address this gap by providing the first
manually annotated dataset for Kyrgyz NER and
offering baseline results to support future research.

3 Kyrgyz NER corpus

In this section, we introduce the first manually an-
notated dataset for named entity recognition (NER)
in Kyrgyz. Given the lack of pre-existing high-
performance NER models for Kyrgyz, we explored
two approaches to address this gap. The first
approach involved building an NER model from
scratch, while the second focused on adapting ex-
isting multilingual models by fine-tuning them on
Kyrgyz data.

3.1 Dataset

The dataset consists of 1,499 news articles in Kyr-
gyz, collected from the 24.KG news portal with
permission from the agency’s editors for research
purposes. These articles, dating from May 2017
to October 2022, were manually annotated to iden-
tify named entities using an annotation scheme
adapted from the GROBID NER project (GRO,
2008-2023). The dataset contains 10,900 sentences
and 39,075 entity mentions across 27 classes, mak-
ing it the most comprehensive resource for Kyrgyz
NER. For annotation, we used the open-source tool
Doccano (Nakayama et al., 2018), which provided
a user-friendly interface for managing the annota-
tion process (see Figure 1).

3.2 Annotation support tool

The annotation process for named entities is labor-
intensive and demands both linguistic expertise
and consistent attention to detail. Annotation tools

aim to improve the efficiency of this process while
minimizing human error. After evaluating several
options, we selected Doccano as the primary tool
for annotation due to its flexible interface and sup-
port for sequence labeling tasks. The annotation
guidelines were adapted from GROBID (GeneRa-
tion Of Blbliographic Data) and customized to fit
the specific requirements of the Kyrgyz language.

3.3 Annotation Guidelines

We developed detailed annotation guidelines to
ensure consistent and accurate labeling of entity
mentions in the Kyrgyz NER dataset based on the
guidelines from the GROBID project (GRO, 2008—
2023). Our tagset covers both broad and specific
categories, capturing the diversity of named enti-
ties in Kyrgyz texts. Annotators were provided
with practical examples and case studies to help
them resolve common ambiguities. One of the
most challenging cases involves context-dependent
named entities. For instance, the word “IIpesu-
nentr” (President) can be labeled as either a TITLE
or a PERSON, depending on the context:

(1) (ITpesuuent Coopoubaii 2Ka9ubexkoB) GyryH
npeMmbep-mMuaucTp Camap Vcakosmay KabbLT
aJIIIbI.

(Prezident Sooronbay Jeenbekov) biigiin
premer-ministr Sapar Isakovdu kabil ald..
(President Sooronbai Jeenbekov) received
Prime Minister Sapar Isakov today.

In this case, the words “IIpesuaent Coopon-
bait 2K29u6eKk0B” is a Person named entity.

(2) (IIpesument) GYryH HpeMbep-MUHHCTPIN
KaObLJI aJIbl.
(Prezident) biigiin premer-ministrdi kabil ald1.
(President) received the Prime Minister today.
In this case, “Ilpesugent” is a Title.

Our guidelines follow the “largest entity men-
tion” principle inherited from the GROBID project:
in cases of nested entities, only the encompass-
ing entity is annotated. For example, the token
“Keiprer3” (Kyrgyz) can be classified as National
(when referring to nationality), Person Type (when
referring to the Kyrgyz people), or Concept (when
referring to the Kyrgyz language), depending on
the context. For more details and examples, we
refer to the “largest entity mention” section in the
original guidelines’. The complete instructions of

3As of early 2025, available at https://grobid-ner.
readthedocs.io/en/latest/largest-entity-mention/
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Figure 1: Doccano-based annotation example.

our own annotation scheme are provided in the
Appendix.

3.4 Annotators

To ensure the reliability of the dataset, it was es-
sential for annotators to be properly trained. We re-
cruited 59 native Kyrgyz speakers (volunteers and
students aged 18-20 who participated in a summer
academic practice program) with relevant linguistic
expertise and trained them as annotators. Student
annotators received academic credit for their par-
ticipation as part of their curriculum requirements.
They followed our annotation guidelines and par-
ticipated in regular discussions to resolve complex
cases. An online communication channel was es-
tablished to facilitate collaboration between anno-
tators and the annotation process manager (one of
the authors). We implemented several quality con-
trol measures to maintain the dataset’s consistency
and accuracy. Each document was annotated by
multiple annotators, and a final validation step in-
volved comparing different versions and selecting
the most accurate annotations. This process was
supervised by domain experts who acted as final
approvers.

3.5 Annotation process

The annotation workflow was designed following
the MATTER (Model, Annotate, Train, Test, Eval-
uate, and Revise) schema (Stubbs, 2013) and other
related work (Herman Bernardim Andrade et al.,
2024; Otto et al., 2023; Naraki et al., 2024). The
workflow consisted of five steps, as illustrated in
Figure 2:

(1) data preparation: the data (news articles)
was prepared and uploaded to the anno-

tation system, in our case a Doccano in-
stance (Nakayama et al., 2018);

(2) annotation: a human annotator can select a doc-
ument and manually add, remove, or modify
each entity based on the instructions from the
guidelines; once a document was fully anno-
tated, it was marked as “ready for validation™;

(3) validation/curation: annotations from different
users for a given document are validated and
merged into a final annotation; a domain expert
(“annotation approver”) can compare different
annotated versions and select the best combina-
tion of annotations or add new ones; this step
ensures that the annotations are cross-checked
and that the document is validated by domain
experts;

(4) consistency checks and statistical analysis: this
step focuses on identifying obvious errors such
as mislabeled data or incorrect linkages; a se-
quence labeling model is trained and evaluated
using 10-fold cross-validation, providing preci-
sion, recall, and F-score metrics for each label;
on the next iteration, the model is used to au-
tomatically generate annotated data, and its
predictions serve as a foundation for further
refinement and analysis;

(5) review: retrospective analysis of the iteration,
where unclear cases are discussed and docu-
mented in the annotation guidelines.

To inspect and further improve data quality, after
the second update we trained a Deeppaviov NER
model on the annotated data to see whether our
data can be used to train the model and identify



Data preparation

Review » Annotation
« Validation

Figure 2: Annotation workflow

Test and
evaluation

Anpens - - B-PERIOD
afibIHAHA - - 0
oarrrran - - 0
MaMJIEKETTUK - - 0
JKaHa - - 0
MyHUDMOAJIABIK - - O
KbI3MaTKepJIep - - 0
KBIPIbI3 - -
TUJIMHEH - -
ChIHAK - - 0
TAITIIBIPAT - - 0
. (0]

B-CONCEPT
[-CONCEPT

Table 2: The dataset in the CoNLL format.

annotation errors. We split the dataset into 1,000
training texts and 500 test texts, achieving an F1
score of 66.16% on the test set. This feedback
loop allowed us to filter out additional errors and
improve the dataset through multiple correction
sessions.

We use the Cohen’s Kappa agreement score to
benchmark the reliability of our dataset. We com-
puted the inter-annotator agreement using 30 sam-
pled texts composed of 2,773 tokens. The agree-
ment score is k = 0.89. This rather high agreement
score serves as evidence that we have obtained a
high-quality dataset.

3.6 Data Format

Our dataset is presented in the CoNLL-2003 for-
mat, as shown in Table 2. Word boundaries were es-
tablished using a tokenizer from the Apertium-Kir
tool. This format ensures compatibility with stan-
dard NER evaluation frameworks and facilitates
the adoption of our dataset for future research.

4 Data Statistics

In this section, we present an overview of the statis-
tics and distribution of classes in the Kyrgyz NER
dataset. The dataset comprises 1,499 documents,

Items Train Test Total

Documents 999 500 1,499
Sentences 7,033 3,867 10,900
Tokens 89,248 51,118 140,366
Mentions 24,949 14,126 39,075

Table 3: Data statistics and train/test split.

totaling 140,366 tokens and 10,900 sentences. The
annotated dataset includes 39,075 named entity
mentions distributed across 27 entity types. Table 3
provides dataset statistics and details its breakdown
into training and test sets.

One of the key challenges for this dataset is the
uneven distribution of entity classes. As shown
in Figure 3, the top four most frequent classes ac-
count for approximately 70% of all mentions, while
many other classes have only a limited number of
examples. This class imbalance poses a signifi-
cant challenge for training models, particularly for
underrepresented classes. The histogram in Fig-
ure 3 shows the frequency distribution of entity
mentions for each class. Classes such as Person,
Location, Measure, and Institution are among the
most common, while others like Animal, Award, or
Substance are much rarer. The scarcity of examples
for these underrepresented classes affects model
performance and increases the likelihood of false
negatives, and addressing class imbalance may be
an important direction for future work.

S Experimental Setup and Results

In this section, we describe the experimental setup
and results of our baseline models on the Kyrgyz
NER dataset. The primary goals of these experi-
ments are: (1) to assess the performance of well-
established NER techniques on the Kyrgyz dataset
and identify the most suitable baseline for future
research, (2) to analyze how class imbalance af-
fects model performance, given that the top four
most frequent classes account for 70% of mentions
(see Fig. 3), and (3) to compare the performance
of existing models on our Kyrgyz dataset with re-
sults from similar experiments on high-resource
languages such as English.

5.1 Baselines and Their Hyperparameters

We split the dataset into training and validation sub-
sets, using 20% of the training set as a validation
set. We have trained a wide variety of models on
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Figure 3: Distribution of label categories.

the dataset, ranging from classical CRF-based mod-
els to state-of-the-art transformer-based models.

Classical baseline: CRF. We utilized a Con-
ditional Random Fields (CRF) model as the
classical baseline for our experiments, train-
ing the model from scratch with the sklearn-
crfsuite library (Okazaki, 2007) library. We
used the L-BFGS optimization algorithm (algo-
rithm="Ibfgs’) with a maximum of 5000 iterations
(max_iterations=5000) to ensure convergence. To
balance the trade-off between precision and gener-
alization, we set the L1 regularization coefficient to
0.3 (¢1=0.3) and the L2 regularization coefficient
to 0.6 (c2=0.6). Additionally, we enabled all possi-
ble state transitions (all_possible_transitions=True)
to capture complex dependencies between labels.

BERT+CRF. We used the DeepPavlov li-
brary* to train a model from scratch with the
ner_ontonotes_bert_mult> configuration.

BERT. We used pretrained the BERT mul-
tilingual base (cased) version (Devlin et al.,
2019b) to fine-tune the NER model for Kyr-

4h‘ctps ://docs.deeppavlov.ai/en/master/
features/models/NER.html

5https ://docs.deeppavlov.ai/en/master/
features/models/NER.html#3.-Models-1list

Model Prec Rec Fl1
Bert+CRF 0.67 0.63 0.65
CRF 070 0.55 0.62
Pretrained mT5 0.70 0.68 0.69
Pretrained Bert 0.68 0.68 0.68
Pretrained XLMR 0.74 0.71 0.73

Table 4: Experimental results of NER models.

Label BERT CRF mT5 BERT XLMR Sup-

+CRF port
Measure 0.82 0.76 0.85 0.82 0.86 1046
Person 0.80 0.66 0.82 0.77 0.82 989
Location 0.74 0.66 0.76 0.73  0.76 900
Institution 0.59 0.54 0.63 0.60 0.64 660
Period 0.54 0.64 0.68 0.69 0.69 545
Plant 0.00 0.00 0.00 0.00 0.00 10
Award 0.00 0.00 0.00 0.18 0.00 7
Conceptual  0.00 0.00 0.00 0.00 0.00 5
Identifier 0.00 0.00 0.00 042 0.67 4
Animal 0.00 0.00 0.00 0.00 0.00 3

Table 5: Per-class F1 score.

gyz language. Fine-tuning was performed with
the bert-base-multilingual-cased checkpoint,
with a batch size of 128 and a learning rate of
5-107°. To prevent overfitting, we applied a weight
decay of 0.0001. The model was trained for 8
epochs, with 3000 warmup steps to stabilize the
learning process.

XLM-RoBERTa (XLMR). We used the
XMLR (Conneau et al., 2020) base model to
fine-tune the NER model for the Kyrgyz language.
The fine-tuning process employed the xlm-roberta-
base® checkpoint, with a batch size of 8 and a
learning rate of 10~5. To mitigate overfitting, we
used a weight decay of 0.01, training the model
over 10 epochs with 8000 warmup steps.

mT5. We fine-tuned the mT5-small model (Xue
etal., 2021b) to obtain a NER model for the Kyrgyz
language. Fine-tuning used the google/mt5-small’
checkpoint, with a batch size of 16 and a learning
rate of 107°. To prevent overfitting, we applied
a weight decay of 0.001. Training was conducted
over 10 epochs, with 800 warmup steps to stabilize
the learning process. The maximum token length
was set to 64.

6https://huggingface.co/FacebookAI/
x1lm-roberta-base
"https://huggingface.co/google/mt5-small
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5.2 Experimental Results

The results of our experiments are summarized in
Table 4. As expected, the CRF model achieved
high precision but struggled with recall, leading
to a relatively low F1 score even after extensive
hyperparameter tuning. Transformer-based models
consistently outperformed the CRF baseline, with
XLM-RoBERTa delivering the best overall perfor-
mance (F1 score of 0.70). The mT5 model also
performed well, indicating the potential of text-to-
text Transformer-based models for low-resource
NER tasks. We note that in a recent study on
Kyrgyz texts classification (Alekseev et al., 2023),
the “Large” modification of XLM-RoBERTa also
yielded the best results, while multilingual BERT
was far behind. In this case, the performance gap
was relatively small, so all Transformer-based mod-
els represent strong baselines for future studies on
Kyrgyz tagging tasks.

Table 5 shows a breakdown of the F1 score for
several popular and rare entity classes; as expected,
classes with very low support are virtually unrecog-
nizable for the models, while larger amount of train-
ing data leads to significantly improved results for
all models. Note the difference in results between
Measure/Person and Institution/Period classes: as
support drops from 900-1000 examples to 550-650,
the F1 scores go down from 0.8-0.85 to 0.6-0.65.

6 Detailed Error Analysis

There were two stages of error analysis in our work.
First, we conducted a detailed error analysis on
the predictions made by the BERT+CRF model to
identify recurring mistake patterns and understand
the challenges in the dataset. The findings high-
light several critical issues, including ambiguous
entity mentions and the scarcity of training exam-
ples for certain classes. This analysis helped refine
our annotation guidelines, and it was part of the
annotation process (see Section 3). As for the base-
line models trained on the resulting KyrgyzNER
dataset, we identify two major sources of errors.
Ambiguous entity mentions: one of the main
sources of errors was context-dependent entity men-
tions that could belong to multiple classes. For
example, the word “British” can be labeled as Na-
tional (“a British newspaper reported”), Person
Type (“‘a British journalist reported”), or Concept
(“a journalist reported in British English”), depend-
ing on the context. The model struggled to disam-
biguate these cases, frequently misclassifying them

or producing false negatives.

Scarcity of training samples: another major chal-
lenge was the lack of sufficient training samples for
certain classes, including Acronym, Animal, Arti-
fact, Award, Concept, Event, Identifier, Installation,
Legal, Plant, and Substance. As a result, models
often failed to predict any labels for these classes,
leading to a high rate of false negatives. To address
these challenges, we propose to either revise and
filter the set of classes or extend the training data
with either synthetic sentences or upsampling.

7 Conclusion

In this work, we present KyrgyzNER, the first man-
ually annotated named entity recognition (NER)
dataset for the Kyrgyz language. The dataset com-
prises 1,499 documents with 10,900 sentences and
39,075 entity mentions across 27 categories. This
resource addresses the lack of available language
datasets for Kyrgyz and aims to provide a founda-
tion for further research in low-resource language
processing and exploring the effects of an unbal-
anced label distribution.

We conducted baseline experiments with NER
models ranging from classical CRF to modern
Transformer-based approaches such as multilin-
gual BERT, XLLM-RoBERTa, and mT5. Our re-
sults showed that Transformer-based models signif-
icantly outperform classical methods, with XLM-
RoBERTa achieving the highest F1 score. However,
class imbalance remains a major challenge, espe-
cially for rare entity types. Interestingly, the scores
achieved with mBERT (base), XLM-RoBERTa
(base), and mT5 are very close to each other (F1
score about 70%), so we suggest that all of them
should be used as baselines for future research.

Our error analysis revealed two key issues: ambi-
guity in entity mentions and the scarcity of training
samples for certain classes. To mitigate these chal-
lenges, we suggest refining annotation guidelines,
generating synthetic data, and applying upsampling
techniques in future work. These steps could im-
prove model performance and provide a more ro-
bust benchmark for Kyrgyz NER.

We hope that the publication of this dataset will
encourage the NLP community to include Kyrgyz
in multilingual benchmarks and promote further
research in low-resource languages. By expanding
the scope of language resources, we move closer to
reducing the disparity between high-resource and
under-resourced languages in NLP.



Limitations

Despite its practical value, the KyrgyzNER dataset
has several limitations that should be addressed in
future work. First, the dataset is derived entirely
from the 24.KG news portal, limiting its domain
coverage. This may affect the model’s ability to
generalize to other genres or registers of Kyrgyz,
such as social media, conversational text, or le-
gal documents. Second, class imbalance is a ma-
jor challenge. While some entity types such as
PERSON, LOCATION, and MEASURE are well-
represented, many others—such as ACRONYM,
ANIMAL, AWARD, or LEGAL—have relatively
few examples. This makes it difficult for models
to learn robust distinctions for these classes and
increases the likelihood of false negatives. Expand-
ing the dataset with more diverse sources could
help alleviate this issue. Third, our annotation
scheme focuses on “flat” named entities and does
not address nested entities, so complex linguistic
constructions involving overlapping entities remain
unannotated, which could limit the dataset’s utility
for certain applications. Finally, while the dataset
underwent rigorous quality control and achieved
a high inter-annotator agreement score (Cohen’s
kappa of 0.89), there is always a risk of missed
or inconsistent labels due to the complexity and
nuance of the Kyrgyz language. Further refinement
of the annotation guidelines and additional rounds
of validation could help improve consistency and
reduce residual errors.
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A Appendix: Annotation Instructions

The original instructions were prepared in Russian.
Below is the translated version.

A.1 Key Principles

The ultimate goal of such methods is to extract
some useful information from the text (not
necessarily commercial, for example, for distant
reading of the national epic by philologists);
data should be annotated with this in mind.

Example: “The policeman saved the boy.” —
there’s nothing to extract here, as we can’t
match any specific person to either the
policeman or the boy in this text. However, if
the unique title such as the “Mayor of Bishkek”
is mentioned, we can do this.

The same goes for time intervals. “Yesterday”
tells us nothing, but “in January” already allows
us to make some intelligent guesses about the
mentioned time span.

A.1.1 The Principle of the Largest Entity

The main rule: if there are nested entities, one
should always take the largest one covering
(including) everything (largest entity mention).

Consider the word “British.” Depending on
the context, “British” may correspond to classes
(labels):

* NATIONAL (when referring to something
related to the UK),

* PERSON_TYPE (when referring to the
British people),

« CONCEPT
English).

(when it means British

However, “British Brexit referendum” should
be marked as an EVENT because “British” is
a part of a larger entity.

B TITLE and PERSON

If a title (position) is followed by a name, mark
it as a single PERSON tag.
Other examples:

e While attending the May 2012 NATO
summit meeting (EVENT),

* Obama (PERSON) was the US President
(TITLE),

« She is the CEO of IBM (TITLE),

* The President of Argentina (TITLE) said
1o,

» German South-West Africa (LOCATION),

e American Jewish Holocaust survivors

(PERSON_TYPE),

e chairman of the Central Committee of the
World Sephardi Federation and a member
of the Knesset (TITLE).

IMPORTANT: Entities should NOT be
marked by clicking, to avoid space characters
being included. The word should be selected
FULLY; PARTIAL word selection is NOT
allowed.

B.1 Labels, Their Meaning, Examples
B.2 Frequently Asked Questions

* Do quotes around an organization or sports
team name get included? Yes, the quotes
should be marked along with the entity.

* Can an entity be split into parts? No, it
cannot.

* Is a road, an interchange, or a ring
road considered INSTALLATION or
LOCATION? We’ll
LOCATION.

consider it as

* What label should be used for a specific
hospital, prison, school, theater, or border

crossing? These should be marked as
INSTITUTIONS.

 What about a state-owned enterprise, like
a specific factory? This should be marked
as BUSINESS.

e If T encounter a difficult case and I am
unsure what to do? Gather a small batch
of questions and post them in the speacial
annotation-related chat [link].

B.3 Clarifications
Specific Cases
* “President Almazbek Atambayev’ is a
single PERSON segment. If there is no

name after “President”, it should be labeled
as a TITLE.



Label Name
PERSON

PERSON TYPE
ANIMAL

TITLE

ORGANISATION

INSTITUTION

BUSINESS
SPORT _TEAM
MEDIA
WEBSITE
IDENTIFIER
LOCATION
NATIONAL

INSTALLATION

ARTIFACT
CREATION
EVENT
AWARD
PERIOD
LEGAL
MEASURE
PLANT
SUBSTANCE
CONCEPT
CONCEPTUAL

ACRONYM
UNKNOWN

* MEASURE

“9 mmmmon 500 mur’ (nine million five

Description

Names, surnames, nicknames, and
callsigns of real and fictional
PEOPLE

Type of person, societal role, often
based on group membership

Animal names
Title, professional
position

Organized group of people, with
some form of legal entity and
concrete membership

address, or

Organization of people and a
location or structure that shares the
same name

A company or commercial
organization

Organization or group associated
with sports

Media, publishing organization, or
name of the publication itself
Website name or link. For news
companies, mark as MEDIA.
Identifier like phone number, email,
ISBN

A specific place; includes planets
and galaxies

Pertaining to location or nationality

A structure built by people

A man-made object,
software products

A work of art or entertainment, such
as a song, movie, or book

A specific event

including

Award for achievements in various
fields

Date or historical period, time
intervals

Legal  references like
conventions, court cases

laws,

Numerical or ordinal value

Name of a plant

Substance

Abstract concept, not included in
any other class

Entity associated with a concept

Acronyms and abbreviations
Entity that does not fit into any
listed classes

Examples EN
John Smith

African-American,
Asian, Conservative,
Liberal, Jews
Hachiko, Jappeloup
Mr., Dr., General,
President
Alcoholics
Anonymous, Jewish

resistance, Polish
underground

Yale University,
European Patent
Office, the British
government

Air Canada,
Microsoft

The Yankees,
Leicestershire

Le Monde, The New
York Times
Wikipedia,
http://www.inria.fr
2081396505,

weirdturtle@gmail.com
Los Angeles, Earth

a British newspaper,
a British historian
Strasbourg
Cathedral, Auschwitz
camp

FIAT 634, Microsoft
Word

Mona Lisa, Kitchen
Nightmares

World War 2, Brexit
referendum

Ballon d’Or, Nobel
Prize

January, 1985-1989

European Patent
Convention, Roe v.
Wade

1,500, 72%

Ficus religiosa

HCN, gold
Communism, FTSE
100

Greek myths,
eurosceptic doctrine
DIY, BYOD, IMHO
Plan Marshall,
Horizon 2020

Table 6: Description of labels.

Examples KG

Ncxak Pazzakos, Ybl-
HI'bI3 AfiTMaTOB
KBIPI'bI3, TaTap, TYPK
XaTHuKo

Meip3za, IIpesnngenT

Keiprers xusno

KI'TY, ITonurex,
Kreipremsnarent
IITopo

OK [lop/ioit-iuaamo

Kakryc menma, Kio-
om, 24.KG
Instagram, Facebook

4996312000001
Kpipreizcran, Burm-
Kek, Hosmon
KBIPI'BI3CTAHBIK,

OPYCHSLITBIK
Bypana

«['uanec kurebm»

Houb Coserckoit
Kupruzun

OKHHYIA Iy HOIYK CO-
Ty

HoGenw coritbirs:

15 maprt, gyinemoy

aJITBIH, KYMYIII
KoMMmyHU3M, KeIprei3
THJIA

Maprmast miasb

* Examples like “10 com” or “5 apples” —
only the number should be marked.

hundred thousand) should be marked as

a single MEASURE segment (since it’s a

single number).

B.4 TIteration #1 (June 5-8, 2023)

GENERAL RULE: If an entity becomes too
long, please check whether it has been formed
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correctly; ensure that no sequences of entities
are included into the spans, and no spaces or
verbs are included into them.

If the same entity appears multiple times in
the text, it should be labeled each time. Words
should not be split into parts by selected spans:
“70ren”

B.5

Iteration #2 (Questions and Answers
After the First Month of Annotation
Process)

Muftiate — INSTITUTION.

Kyrgyz language — should mark only
“‘Kyrgyz” as a CONCEPT.

Central Mosque in  Bishkek  —
INSTALLATION.

Religious Affairs Directorate =~ —
INSTITUTION.

Religious  Affairs Information and
Counseling Center — INSTITUTION.

Markets (e.g., Osh Bazaar, Dordoi Bazaar)
— BUSINESS.

Media  abbreviation = (2KMK)  —
ACRONYM.

Uzbekistan Gymnastics Federation —
ORGANISATION.

Rogun HPP (Hydroelectric Power Plant)
— INSTALLATION.

Makarov-type pistol — ARTIFACT.
World Bank — INSTITUTION.
“SDPK Party” — ORGANISATION.

“Kyrgyzstan” political party —
ORGANISATION.

Central  Mosque in  Bishkek  —
INSTALLATION.

Manas (airport) — INSTALLATION.

Tokmok city — only mark “TOKMOK”
part as a LOCATION.
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