
Adaptation-Agnostic Meta-Training

Introduction

Many meta-learning algorithms can be formulated into an

interleaved process, in the sense that task-specific predictors are

learned during inner-task adaptation and meta-parameters are

updated during meta-update. The normal meta-training strategy

needs to differentiate through the inner-task adaptation procedure

to optimize the meta-parameters. This leads to a constraint that

the inner-task algorithms should be solved analytically. Under this

constraint, only simple algorithms with analytical solutions can be

applied as the inner-task algorithms, limiting the model

expressiveness. To lift the limitation, we propose an adaptation-

agnostic meta-training strategy. Following our proposed strategy,

we can apply stronger algorithms (e.g., an ensemble of different

types of algorithms) as the inner-task algorithm to achieve

superior performance comparing with popular baselines.

From the unified perspective, the key constraint in designing a

meta-algorithm is to find an inner-task algorithm which has an

explicit analytical solutions which significantly limits the

expressiveness of the inner-task algorithms. To relax this

constraint, we propose an adaptation-agnostic meta-training

strategy which makes no assumption on such dependency.

⚫ In inner-task adaptation, the meta-parameters 𝜽 is fixed, and the

support set is fed to the shared embedding network and used

to train the task-specific predictor.

⚫ In meta-update, the task-specific parameters 𝝋𝑻𝒊 are fixed and

the query set is used to optimize the meta-parameters 𝜽. The

iteration scheme is formulated as follows:

Algorithm: Adaptation-Agnostic Meta-Training

We characterize that the existing meta-algorithms leverage a

meta-training procedure as the gradient of the meta-parameters 𝜽

is computed through the inner-task adaptation. As the meta-

algorithm updates the meta-parameters 𝜽 by minimizing the loss

of the task-specific predictor 𝒈𝝋𝑻𝒊
over the query set of each task.

The update rule of 𝜽 is:

Conclusion

We provided a unified view on the commonly used meta-training

strategy and proposed an adaptation-agnostic meta-training

strategy that is more general, flexible and less prone to overfitting.

In future work, we target to analyze the theoretical properties of

the adaptation-agnostic meta-training strategy and explore more

powerful inner-task algorithms
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Results

This unified view is depicted as follow:

The generality and flexibility of the proposed adaptation-agnostic

meta-training strategy enables us to apply a powerful algorithm as

the inner-task algorithm. As shown in the flowing figure, we e

combine the mean-centroid classification algorithm [1],

initialization-based inner-task algorithm [2] and MLP proposed by

us as the inner-task algorithm.

Algorithm: Inner-Task Algorithm

◼ standard few-shot classification

◼ cross-domain few-shot classification
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