
000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015
016
017
018
019
020
021
022
023
024
025
026
027
028
029
030
031
032
033
034
035
036
037
038
039
040
041
042
043
044
045
046
047
048
049
050
051
052
053

1 RESPONSE TO REVIEWER K9DA

Dear Reviewer k9DA, we sincerely thank you for your valuable feedback on our submission. Below
is our responses to the concerns you raised. We have incorporated the following contents into the
updated version of our paper, which we believe will help enhance the quality of our submission.

Q1: The motivation is not enough clear. Why the previous method cannot
perform well in both accuracy, convergence, and scalability?

A1: Previous methods often focus on a single optimization objective (lines 64–65, Table 1 in the
original manuscript) while neglecting the optimization of other attributes. In the related work section
(lines 107–118), we specifically explain that the RANDOM, ARENA, and ALPACAEVAL methods
each focus solely on optimizing accuracy, convergence, or scalability, respectively. Furthermore, we
demonstrate in Table 2 through experiments that these three methods result in unbalanced sampling
across multiple dimensions due to their failure to simultaneously consider all three optimization
objectives. This ultimately leads to their inability to perform well across all three attributes simulta-
neously.

Q2: The runtime of the previous CBE method (O(NMM)) is one of the ma-
jor limitations, and the author starts from this limitation as one of the mo-
tivations for the proposed method. However, they lack the runtime analysis
for the UNICBE but only an approximate number for saving time when com-
pared to the previous method.

A2: We fully agree with your suggestion to include an analysis of UNICBE’s runtime. To address
this, we provide the following statistics: when a win rate error ∆ of less than 0.02 is required,
UNICBE needs a preference budget of T = 2800 (compared to T = 3200 for Random). Similarly,
when ∆ is less than 0.01, UNICBE requires T = 9400 (compared to T = 11300 for Random).
Additionally, the computational complexity of O(NMM) is N ·M · (M − 1)/2 = 84525. There-
fore, under specific evaluation accuracy requirements, UNICBE significantly reduces the preference
budget needed.

Q3: While UNICBE shows promising results for scenarios with periodically
introduced new models, it may be less efficient in highly dynamic, real-time
evaluation settings where new models or samples are constantly introduced
at high frequencies.

A3: We believe that testing UNICBE in a highly dynamic, real-time evaluation setting can help us
more comprehensively assess its performance. To this end, we conduct the following experiments:
Starting with a sample size of N = 600 and model number of M = 12, we execute a random
operation at each time step. The operations included: adding one model to be evaluated with a
probability of 0.01, removing one model with a probability of 0.01, adding one potential sample
with a probability of 0.01, randomly deleting one sample with a probability of 0.01, and taking no
action with a probability of 0.96. Based on the experimental results shown in Figure 1, we have the
following observations:

• The convergence speed of all baseline methods significantly slowed down. None of the baseline
methods achieve a Spearman correlation coefficient of 0.96 or a Pearson correlation coefficient
of 0.97 by T = 2000, highlighting the difficulty of model evaluation in this setting. In contrast,
UNICBE achieve rapid convergence, reaching a Spearman coefficient of approximately 0.97
and a Pearson coefficient exceeding 0.98 by T = 2000.

• Over the long term, as T increases, UNICBE consistently demonstrates over 10% savings in
preference budget across all metrics, even under this challenging setting, showcasing its strong
practicality.

• An interesting observation is that ALPACAEVAL exhibits better convergence in the early stages
compared to RANDOM and ARENA, supporting our previous conclusions in Table 1 (original
manuscript). However, as T increases, ALPACAEVAL’s lack of accuracy optimization objective
leads to its performance being surpassed by RANDOM and ARENA.

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

2 4 6 8 10

0.02

0.03

0.04

0.05

0.06

2 4 6 8 10

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

r s

2 4 6 8 10
0.93

0.94

0.95

0.96

0.97

0.98

0.99

1.00

r p

2000 4000 6000 8000 10000

0.0

0.1

0.2

0.3

Sa
ve

 P
er

ce
nt

ag
e 

Un
de

r 

2000 4000 6000 8000 10000
0.0

0.5

1.0

1.5

2.0

2.5

3.0

Sa
ve

 P
er

ce
nt

ag
e 

Un
de

r r
s

2000 4000 6000 8000 10000

1

0

1

2

3

4

Sa
ve

 P
er

ce
nt

ag
e 

Un
de

r r
p

UniCBE
Random
Arena
Alpaca
0.1

Figure 1: Results of compared CBE methods in a scenario where models and samples are dynami-
cally added or removed at a random frequency.
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