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A Experiment Details
A.1 Details of Datasets
In this work, we conduct experiments covering aspect-level (Twit-
ter2015 and Twitter2017) and sentence-level (MSED) MSA bench-
marks. Additionally, we manually selected multimodal tweets that
mention politicians from the Twitter2015 and Twitter2017 datasets to
construct the Politician Twitter dataset [16]. We present the statistics
of all datasets in Table 1.

A.2 Model Details
To verify the effectiveness of our WisdoM, we apply it within two
standard frameworks for modeling the MSA tasks. For task-specific
framework, we conduct experiments using the AoM (105M) [19]
and ALMT (112.5M) [17]. For general-purpose framework, we
experiment on Qwen-VL (9.6B) [1], LLaVA-v1.5 (13B) [6] and
MMICL (14B) [18]. The detailed model information is listed in
Table 2.
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A.3 Training Details
For a fair comparison, we fine-tune models introduced in Section
4.1.2 on target datasets. We optimize our model with AdamW [7].
The learning rate is grid searched in {1e-5, 2e-5, 7.5e-5, 1e-4}, and
batch size is in {16, 32, 256}. It should be noted that contexts are
not incorporated during the training stage.

A.4 Prompt Templates of World Knowledge
In Table 3, we list the prompt templates which are provided by Chat-
GPT in prompt templates generation stage. In the context generation
stage, we replace “[x]” with sentence 𝑠𝑖 and a special image token
(e.g., “<image>”) is inserted at the beginning of the prompt template.

A.5 Pseudo Code for Contextual Fusion
Algorithm 1 provides the pseudo-code of Contextual Fusion. The
simplicity of our method requires only a few lines of code. Please
note that in the specific implementation, we use the formula:

𝛿𝑖 = 2 × 𝑃𝑚𝑎𝑥
𝑖 + 𝑃𝑚𝑖𝑛

𝑖 − 1, (1)

where Eq. (1) is equivalent to 𝑃𝑚𝑎𝑥
𝑖

− 𝑃𝑠𝑒𝑐
𝑖

. Additionally, the imple-
mentation of this equation is more efficient.

Algorithm 1: Python-style pseudo-code for Contextual Fusion.

# p_o: numpy array, represents 𝑃𝑖
# p_c: numpy array, represents 𝑃𝑖
# alpha: float, the threshold of choosing hard sample
# beta: float, interpolation coefficient
def contextual_fusion(p_o, p_c, alpha, beta):

# step1 : calculate delta
delta = 2 * np.max(p_o) + np.min(p_o) - 1 # 𝑃𝑚𝑎𝑥

𝑖
− 𝑃𝑠𝑒𝑐

𝑖
if delta > alpha:

return p_o
# step2 : calculate the final prediction
p_f = p_o + beta * (p_c - p_o)
return p_f

A.6 Details of Hand-Crafted and LLM-Generated
Prompt Templates

To compare hand-crafted and LLM-generated prompt templates,
we employ human annotators and ChatGPT to design three hand-
crafted prompt templates respectively, focusing on historical world
knowledge. We list prompt templates generated by hand-crafted and
LLM-generated in Table 4 and Table 5.
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Table 1: Dataset statistics.

Twitter2015 Twitter2017 Politician Twitter MSED

#Train #Dev #Test #Train #Dev #Test #Train #Dev #Test #Train #Dev #Test
Negative 368 149 113 416 144 168 874 161 323 1939 308 613
Neutral 1883 679 607 1638 517 573 4506 933 449 1664 294 569
Positive 928 303 317 1508 515 493 3221 618 225 2524 419 860

Total 3179 1122 1037 3562 1176 1234 8601 1712 997 6127 1021 2042

Table 2: Information of all models used in this study.

Model Model Type Source
AoM Task-specific https://github.com/SilyRab/AoM

ALMT Task-specific https://github.com/Haoyu-ha/ALMT
LLaVA-v1.5 General-purpose https://huggingface.co/liuhaotian/llava-v1.5-13b

Qwen-VL General-purpose https://github.com/QwenLM/Qwen-VL
MMICL General-purpose https://huggingface.co/BleachNick/MMICL-Instructblip-T5-xxl

Table 3: Example of the prompt template generated in stage 1 and used in stage 2.

Type name Prompt template

Biographcial
Delve into the backgrounds of individuals associated with the image and text. Explore the biographies of artists, authors, or
other relevant figures, and discuss how their life experiences shaped the creation and interpretation of the work. Sentence:
[x]

Cultural
Explore how the image and sentence reflect or represent aspects of a particular culture. Discuss the cultural significance,
traditions, or values implied by the elements in the image and sentence. Sentence: [x]

Environmental
Examine the environmental elements within the image and sentence, discussing ecological factors, environmental changes,
or the relationship between human activities and the depicted setting. Sentence: [x]

Historical
Give you an image and sentence, you can provide historical context, important events, and relevant background information
related to the image and sentence. Sentence: [x]

Political
Examine the politics during the time the image and text were created. Discuss any political events, movements, or
ideologies that may have influenced the content and tone of the work. Sentence: [x]

Scientific
Investigate the scientific elements within the image, delving into discoveries, advancements, or breakthroughs related to
the subject matter mentioned in the sentence. Sentence: [x]

Social
Investigate the image and text as a form of social commentary. Analyze how the work reflects or critiques social issues,
norms, or inequalities prevalent at the time of creation. Sentence: [x]

Financial Give you a sentence and image, you should provide related financial knowledge. Sentence: [x]

A.7 RAG Experimental Setup
In Section 4.4.3, we compare our WisdoM with two RAG-based
methods: (1) a naive RAG [5], which initially searches for relevant
documents related to a given question and then employs a generator
to predict an answer; (2) PKG [8], an advanced RAG method that
incorporates a knowledge-guided module, allowing for information
retrieval without modifying the parameters of language models. The
experimental setting is described below.
Knowledge Sources. The source of knowledge for our experiments is
the Wikipedia-Image-Text (WIT) dataset [13], which has published
in 2021. This dataset comprises images from Wikipedia, along with
their alt-text captions and contextualized text passages.
Methods. For naive RAG, we use Contriever-MSMARCO [4] as the
textual retriever and CLIP-ViT [11] as the visual retriever. Specifi-
cally, we utilize CLIP-ViT and Contriever-MSMARCO for encoding

query 𝑞 and knowledge source, and employ Maximum Inner Product
Search (MIPS) [3] to find the five nearest neighbors (knowledge)
to 𝑞 within the knowledge source. For PKG, we use LLaVA-v1.5
(13B) as knowledge-guided module fine-tuning on WIT and then
generate the knowledge according to the image 𝑣 and sentence 𝑠. Sub-
sequently, we directly predict sentiment polarity by incorporating
knowledge.
Evaluation Setting. To evaluate the relevance of the context to a
specific image 𝑣 and sentence 𝑠, we employ LLM-based metric,
i.e., LLM-as-a-Judge [2]. Specifically, a prompt is crafted for GPT-
4V [10] to assess the winning rates of our context in comparison to
those derived from RAG-based methods. The detailed prompt can
be found in Table 6. We also evaluate performance on MSA tasks.

https://github.com/SilyRab/AoM
https://github.com/Haoyu-ha/ALMT
https://huggingface.co/liuhaotian/llava-v1.5-13b
https://github.com/QwenLM/Qwen-VL
https://huggingface.co/BleachNick/MMICL-Instructblip-T5-xxl
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Table 4: Hand-Crafted prompt templates. For each human an-
notators, we provide an example of image-sentence pair with
meta-prompt to better design the prompt templates.

Hand-Crafted

Meta-prompt
Please provide prompt template that large
vision-language model can generate the his-
torical knowledge based on the image and sen-
tence.

Human-Crafted

1. Please give historical information about the
image and sentence.
2. Can you provide historical context related
to the image and sentence?
3. Please analyze the significance depicted in
the image and text, and discuss how they em-
body and convey historical knowledge.

Table 5: LLM-Generated prompt templates. The meta-prompt
is used by ChatGPT to generate prompt templates.

LLM-Generated

Meta-prompt
Please provide prompt template that large
vision-language model can generate the his-
torical knowledge based on the image and
sentence.

LLM-Generated

1. Based on the image and text provided,
please generate historical knowledge. This
can include background information, impor-
tant events, cultural context, or any relevant
historical details related to the image and sen-
tence combination.
2. Provide historical knowledge related to
the image and sentence, including important
events, cultural significance, and background
information that contextualizes the scene de-
picted.
3. Give you an image and sentence, you can
provide historical context, important events,
and relevant background information related
to the image and sentence.

A.8 Calculation of 𝑆𝑐→𝑝 and 𝑆𝑖→𝑝

To measure the significance of context and original input (i.e., image
and sentence), we use 𝑆𝑐→𝑝 and 𝑆𝑖→𝑝 for highlighting critical token
interactions. Following previous work [12, 14], we use the Taylor
expansion [9] to calculate the score for each element of the attention
matrix:

𝐼𝑙 =
∑︁
ℎ

|𝐴T
ℎ,𝑙

𝜕L(𝑥)
𝜕𝐴ℎ,𝑙

|, (2)

where 𝐴ℎ,𝑙 represents the value of the attention matrix of the ℎ-th
attention head in the 𝑙-th layer. The 𝑥 represents the input, and L(𝑥)
is the loss function. We calculate the saliency matrix 𝐼𝑙 for the 𝑙-th
layer by averaging across all attention heads with 𝐼𝑙 (𝑘, 𝑗) indicating
the importance of the information flow from the 𝑗-th word to the

Table 6: The Evaluation Prompt we used for GPT-4V. [s] rep-
resents the input sentence. [x1] and [x2] represent the context
generated by different methods.

Evaluation Prompt
**System**: In this task, you will be asked to compare the rele-
vance of two paragraphs to determine which one is more pertinent
to the provided source sentence and image and benefits the sen-
timent analysis task the most. There are three options for you to
choose from:
1. Context1 is better. If you think Context 1 is more relevant to
the source sentence and image and benefits the sentiment analysis
task.
2. Context2 is better. If you think Context 2 is more relevant to
the source sentence and image and benefits the sentiment analysis
task.
3. Context1, Context2 are the same: If you think Context1, Con-
text2 have the same relevance to the source sentence and image,
then choose this option.
**Your answer is a JSON DICT that has one key: answer. For
example: {"answer": "x. Context x is better."}**
**INPUT**
Source Sentence: “[s]”
Context1: “[x1]”
Context2: “[x2]”
**OUTPUT**

𝑘-th word [14]. We propose two quantitative metrics based on 𝐼𝑙 .
The definitions of the two quantitative metrics are below.
𝑆𝑐→𝑝 , the mean significance of information flow from context(𝑐)
to the prediction label (𝑝).

𝑆𝑐→𝑝 =

∑
(𝑘,𝑗 ) ∈𝐶𝑐𝑝

𝐼𝑙 (𝑘, 𝑗)
|𝐶𝑐𝑝 |

,

𝐶𝑐,𝑝 = {(𝑐, 𝑝) : 𝑐 ∈ context}.
(3)

𝑆𝑖→𝑝 , the mean significance of information flow from image (𝑣)
and sentence (𝑡) to the prediction label (𝑝).

𝑆𝑖→𝑝 =

∑
(𝑘,𝑗 ) ∈𝐶𝑖𝑝

𝐼𝑙 (𝑘, 𝑗)
|𝐶𝑖𝑝 |

,

𝐶𝑖,𝑝 = {(𝑖, 𝑝) : 𝑖 ∈ [𝑣, 𝑡]}.
(4)

𝑆𝑐→𝑝 and 𝑆𝑖→𝑝 indicate the intensity of information aggregation
onto the prediction label. A high 𝑆 demonstrates strong information
for final decision-making.

B Additional Experimeents
B.1 Training with Context
To investigate the impact of context incorporation during training,
we conduct experiments with two different setups: 1) training with
context, which involves the incorporation of context into training
phase; 2) our WisdoM, to leverage world knowledge context during
the inference phase. The results, depicted in Table 7, demonstrate
that our WisdoM consistently outperforms the baseline and train-
ing with context across all models. Additionally, comparison with
baseline, the performance of training with context experienced a
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significant decline. The possible reason is that the noisy nature of
the context used during training. We conjecture that developing a
method to effectively filter out this noise could potentially ameliorate
the performance of models trained with context.

Table 7: Comparison of WisdoM and training with context on
Twitter2015 and Twitter2017. We utilize the historical world
knowledge generated by LLaVA-v1.5 for training and observed
significant decreases in AoM and LLaVA-v1.5.

Method Twitter2015 Twitter2017

Acc. Mac-F1 Acc. Mac-F1
AoM

Baseline 80.0 75.2 75.9 74.5
Training w/ Context 78.0 74.0 73.7 71.6
-w/ WisdoM 81.5 78.1 77.6 76.8

LLaVA-v1.5
Baseline 77.9 74.3 74.6 74.3

Training w/ Context 78.4 74.4 73.3 73.5
-w/ WisdoM 78.9 75.6 75.6 75.3

B.2 Efficiency vs. Performance
To address concerns about efficiency, we apply WisdoM to Qwen-
VL and measure the average inference time (second) on Twitter2015
and MSED datasets. We use LMDeploy to speed up inference in
stage 2. As shown, although the average inference time increased by
1.1 seconds, we gain an average increase of 1.9% F1 score, which is
a fruitful tradeoff.

Table 8: The relationship between inference duration and F1.

Twitter2015 MSED

Duration (s) Mac-F1 Duration (s) Mac-F1
Qwen-VL 9B 0.2 70.0 0.2 89.4

-w/ WisdoM 1.8 71.3 0.8 91.8

B.3 Evaluating LVLMs with Prompt to Complete
MSA Tasks

To explore the impact of different prompt strategies on LVLMs
in MSA tasks, we conduct experiments using LLaVA-v1.5 and
InternVL-v1.5 on Twitter2015 and MSED. We compare the prompts
used in Table 1 (in our paper), Chain-of-Thought (CoT) [15], and
our WisdoM. As shown in Table 9, the results show that 1) CoT im-
proves LVLM performance on MSA tasks, and 2) WisdoM enhances
performance when applied to SOTA LVLMs.

C Case Study
C.1 Example of Contexts
Examples of context from RAG-based methods and our WisdoM
are presented in Table 10. In case 1, the context provided by RAG
related to the Harry Potter and Forbidden Journey ride is generic,

Table 9: Comparison different prompt-based strategies on
LVLMs in MSA tasks.

Method
Twitter2015 MSED

Acc. Mac-F1 Recall Mac-F1
LLaVA-v1.5 13B 41.4 39.3 65.0 61.5

-w/ CoT 43.0 (+1.6) 42.8 (+3.5) 64.6 (-0.4) 61.0 (-0.5)
-w/ WisdoM 45.6 (+4.2) 44.9 (+5.6) 65.1 (+0.1) 61.6 (+0.1)

InternVL-v1.5 26B 54.4 55.2 61.6 57.1
-w/ CoT 55.2 (+0.8) 56.7 (+1.5) 61.9 (+0.3) 57.7 (+0.6)
-w/ WisdoM 56.5 (+2.1) 57.6 (+2.4) 61.7 (+0.1) 57.2 (+0.1)

mentioning it as a motion-based dark ride located within various
Harry Potter-themed areas across Universal Studios parks worldwide.
However, our WisdoM provides a more detailed description, which
aligns more closely with the related sentence about taking a selfie
on the way to Harry Potter Studios. It is evident that our WisdoM
offers more precise context, providing detailed descriptions of
image elements. In contrast, RAG-based methods exhibit a lack
of specificity in image details and demonstrate weak relevance
to the associated sentences.

C.2 Qualitative Examples of Aspect-Level MSA
We present two qualitative examples from Table 11 showcasing his-
torical knowledge. Table 11 shows that: 1) SOTA model primarily
assess the visible elements in an image and sentence, failing to
consider deeper historical knowledge; they only consider super-
ficial information. For instance, without additional context, AoM
predicts the sentiment polarity of Aleppo as neutral in a given sam-
ple. However, when considering the historical context of Aleppo’s
devastation during the war, which contrasts sharply with its bustling
period before the war, the sentiment is accurately identified as neg-
ative. 2) Irrelevant information (noise) in the context leads to
errors in sentiment analysis, whereas our Contextual Fusion
can effectively mitigate these effects. For example, a tweet about
Donald Trump is initially assessed as positive. However, this predic-
tion changes with the inclusion of context: “This cartoon is likely
a political satire or a commentary...”. With the aid of Contextual
Fusion, LLaVA-v1.5 confidently assesses the sentiment as positive,
allowing it to overlook the effect of context.

C.3 Qualitative Examples of Sentence-Level MSA
Table 12 illustrates two instances where incorporating scientific
world knowledge enhances the MSED dataset. In the first exam-
ple, ALMT initially predicts negative, but incorporating information
about the positive role of masks in epidemic prevention shifts the
prediction to positive. In the second example, an excessive focus
on the benefits of coffee leads to misclassification by LLaVA-v1.5.
However, with the aid of the Contextual Fusion, LLaVA-v1.5 ulti-
mately makes the correct prediction. We find that incorporating
relevant world knowledge not only enhances the precision of sen-
timent analysis, but may also introduce some noise. Nevertheless,
our Contextual Fusion module efficiently mitigates the effects of
noise.
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Table 10: Examples of contexts generated by RAG, PKG and our WisdoM. Our contexts provide a detailed description that matches
the elements present in images.

Sentence RT @ shanilpanara : Bus Selfie on the way to Harry Potter Studios @ WFCTrust @ NCSEast # ShareYourSummer

Image
RAG Harry Potter and the Forbidden Journey is a motion-based dark ride located in The Wizarding World of Harry Potter-

themed areas of Islands of Adventure in Orlando, Florida; Universal Studios Hollywood in Universal City, California,
Universal Studios Japan in Osaka, Japan and is upcoming to Universal Studios Beijing in Beijing, China. The ride takes
guests through scenes and environments in and around Hogwarts Castle from the Harry Potter series of books and films.
Mark Woodbury, president of Universal Creative, described the ride as an in-depth look at the world of Harry Potter,
which utilizes never-before-seen technology which transforms “the theme park experience as you know it”. The ride first
opened at Islands of Adventure with The Wizarding World of Harry Potter on June 18, 2010; subsequent versions opened
at Universal Studios Japan on July 15, 2014, and at Universal Studios Hollywood on April 7, 2016.

PKG A picture of a person with a camera and a big lens in front of them, taken by a tourist.
WisdoM The image shows a large group of people, including men and women, sitting on a bus. They are all wearing black and

white clothing, which suggests that the photo might have been taken during a specific time period or event when black
and white clothing was more common. The group appears to be diverse, with people of different ages and ethnicities,
which indicates that the bus might be a public transportation vehicle or a special event bus. In the context of historical
events, the black and white clothing could imply that the photo was taken during the early to mid-20th century when
colour photography was not widely available. The group of people might be attending a social event, a gathering, or a
public transportation service during that time. The presence of a diverse group of people on the bus also reflects the social
dynamics and cultural diversity of the period.

Sentence RT @ wemssecnirp : Now I really am like Cleopatra # hypnotizing # findom # goddess

Image
RAG Cleopatra has been the subject of literature, films, plays, television programs, and art. Only those with Wikipedia articles

are cited.
PKG A portrait of Cleopatra, the Queen of Egypt, wearing a golden headdress and a necklace. The portrait was drawn in the

style of Raphael and engraved on copper.
WisdoM The image shows a woman wearing a gold headband with a large, ornate design featuring eyes. This headband is likely

inspired by ancient Egyptian or African culture, as it resembles the traditional headpieces worn by women in these
regions. The eyes on the headband may symbolize protection, wisdom, or the ability to see beyond the physical realm. In
ancient Egypt, headbands were often worn by both men and women as a symbol of status, power, and religious beliefs.
They were made from various materials, such as gold, silver, or precious stones, and often featured intricate designs and
symbols. Similarly, in African cultures, headbands have been used as a form of adornment and expression of identity,
with designs and patterns often representing specific tribes, clans, or regions. The woman in the image is wearing a
modern interpretation of these traditional headbands, which demonstrates the enduring influence of ancient cultures on
contemporary fashion and design.
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Table 11: Qualitative examples of aspect-level MSA. Two cases with predictions by SOTA methods and our method on Twitter2015 and
Twitter2017. We initially integrate only the context and then introduce Contextual Fusion. Clues to answering the input are highlighted
in green within the Context. The Context that will disrupt MSA is highlighted in red.

Sentence RT @ AHedengren : # Aleppo before and after . # Syria .

Image
Aspect Aleppo
Context The image shows a comparison of the same street in Aleppo, Syria, before and after the

devastating war. The before picture depicts a bustling and lively street with people walking and cars
driving, while the after picture displays a desolate and destroyed street with rubble and ruins. The
stark contrast between the two images highlights the devastating impact of the war on the city and its
residents. Aleppo, once a thriving and historic city, has been severely affected by the ongoing
Syrian Civil War. The conflict has led to the destruction of infrastructure, displacement of
residents, and loss of life. The image serves as a powerful reminder of the human cost of war and
the need for peaceful resolution to conflicts.

Label Negative
AoM Neutral
Is hard sample? ✔

+ Context Negative
+ Contextual Fusion Negative

Sentence Donald Trump will win in a landslide. * The cartoonist behind ‘ Dilbert ’ explains why.

Image
Aspect Donald Trump
Context The image features a cartoon of a man in a suit and tie, standing in front of a wall with a sign that

says "Not Donald Trump." This cartoon is likely a political satire or a commentary on the 2016
United States presidential election, as Donald Trump was one of the main candidates running
for office at that time. The cartoon could be a representation of the political climate, opinions, or
reactions towards Donald Trump and his campaign. It might also be a way to express the artist’s or
the creator’s perspective on the election, the political landscape, or the candidates involved.

Label Positive
LLaVA-v1.5 Positive
Is hard sample? ✖

+ Context Negative
+ Contextual Fusion Positive
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Table 12: Qualitative examples of MSED. We initially integrate only the context and then introduce Contextual Fusion. Clues to
answering the input are highlighted in green within the Context. Red represents incorrect prediction.

Sentence Group of teenagers posing showing their protective face masks during COVID-19 coronavirus
epidemic spread.

Image
Context The image features a group of teenagers posing with their protective face masks, which are an

essential part of personal protective equipment (PPE) during the COVID-19 pandemic. The use of
face masks has been a crucial measure to reduce the transmission of the virus, as they help
prevent respiratory droplets from spreading into the air. Scientifically, the effectiveness of face
masks in preventing the spread of COVID-19 has been extensively studied. Research has shown
that wearing a face mask can significantly reduce the transmission of respiratory viruses,
including COVID-19. The masks work by filtering out respiratory droplets that may contain
the virus, preventing them from reaching other people’s noses and mouths. In conclusion, the
image of the group of teenagers posing with their face masks highlights the importance of wearing
PPE during the COVID-19 pandemic. The scientific evidence supporting the effectiveness of face
masks in preventing the spread of respiratory viruses, including COVID-19, has been instrumental
in promoting their use as a crucial public health measure.

Label Positive
ALMT Negative
Is hard sample? ✔

+ Context Positive
+ Contextual Fusion Positive

Sentence Handsome young man standing in the kitchen with a cup of coffee at home.

Image
Context The image features a handsome young man standing in a kitchen with a cup of coffee. Recent

studies have shown that moderate coffee consumption can have positive effects on cognitive
function, memory, and mood. Additionally, coffee has been found to have potential health
benefits, such as reducing the risk of certain diseases, including type 2 diabetes and certain
types of cancer. In terms of advancements in coffee production and consumption, there has
been a growing interest in sustainable and eco-friendly coffee practices. This includes the use of
organic farming methods, fair trade practices, and the development of new technologies to reduce
waste and improve the efficiency of coffee production.

Label Neutral
LLaVA-v1.5 Neutral
Is hard sample? ✖

+ Context Positive
+ Contextual Fusion Neutral
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