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Autonomous Systems (Supplementary Material)335

A Generalization error bound for the learning framework336

With sufficient amount of data and a large enough neural network, we can approximate the state337

and density estimation at arbitrary small errors [76]. In the language of statistical learning theory,338

the neural network generating functions (Φω, Gθ) is called a hypothesis and denoted by h. The set339

containing all the possible hypotheses is called the hypothesis classH. For a hypothesis h generating340

(Φω, Gθ), we denote l(h, ξi) =
∑

(xki ,k∆T )∈ξi
(Φω(xi0, k∆t)−xik)2+(

∂Gθ(xi0,k∆t)
∂t +Gθ(x

i
0, k∆t)·(∇·341

f(xki )))2−γ where γ ≥ 0 is an error tolerance term which is further used to derive the probabilistic342

guarantee. Assume that the optimization problem in Eq.(3) is feasible, and ω̂ and θ̂ solve Eq. (3).343

Let ĥN be the hypothesis that generates (Φω̂, Gθ̂). Furthermore, assume that |l(·, ·)| ≤ Bl, and344

denote the sample distribution D (where the training sample trajectories are sampled from). Then345

according to Theorem 5 in [77], the following statement holds with probability at least 1− δ over a346

training data set consisting of N i.i.d. random trajectories:347

P( E
ξ∼D

l(ĥN , ξ) > 0) ≤ K
(

log3N

γ2
R2
N (H) +

2 log(log(4Bl/γ)/δ)

N

)
(8)

where K is a universal constant, and RN (H) is the Rademacher complexity forH defined as:348

RN (H) = sup
ξ1,ξ2,··· ,ξN

[
E
σ

[
sup
h∈H

1

N

N∑
i=1

σil(h, ξi)

]]
(9)

where σ = [σ1, σ2, · · · , σN ] are i.i.d. random variables with P(σi = 1) = P(σi = −1) = 0.5.349

Remarks: Here we reduce bounding the generalization error to bounding the Rademacher com-350

plexity RN (H), where RN (H) can be further bounded as RN (H) ≤ o( kN ) for Lipschitz paramet-351

ric function classes (including neural networks) where k denotes the number of learnable parame-352

ters [78][Theorem 4.2.]. In this way, we show that for a fixed error threshold γ, as the number of353

training samples N increases, the probability that our learning framework fails to satisfy the Liou-354

ville equation or fails to estimate the system dynamics will gradually decrease to zero. We show an355

empirical result to support this in Figure 1. For the Van der Pol Oscillator benchmark example, we356

train the neural network with different numbers of training samples (from 8 × 100 ∼ 8 × 104) and357

report the testing error (mean square error for the state estimation and density concentration function358

comparing to the groundtruth) for a fixed testing set. As the number of training samples increases,359

the testing error gradually converges to zero.360

Assume the functions on the right hand side of Eq. (2) are uniformly Lipschitz continuous in (x, ρ),361

then the function will have a unique solution according to Picard-Lindelöf theorem[79][Theorem362

I.3.1]. Then if our estimator satisfies the Liouville equation everywhere, we can recover the363

groundtruth density concentration function as well as the system dynamics.364

B Implementation details for system reachable set probability computation365

using RPM366

B.1 Online query set probability bound computation under different initial state367

distributions368

The problem formulation is: given a query set Rq with density concentration function constraints369

[zmin, zmax] (the range that the density concentration function can change from the initial condition370

to the terminal condition; if this constraint is not specified, the default value is −∞ ≤ z ≤ ∞),371

compute the probability that the system will reach this query set (with optional density constraints).372

In our case, when using RPM to compute the reachable sets, we represent Rq as a polyhedron, and373

since [zmin ≤ z ≤ zmax] is a set of linear inequality constraints, the set Mq = {(z, v)|zmin ≤ z ≤374
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Figure 1: The testing error decreases as more training samples are used.

Figure 2: Illustration for the online query set probability bound computation (for an output cellMk).

zmax, v ∈ Rq} is also a polyhedron. At each time step t, from Sec. 3.2 we can represent the NN375

input cells, affine mapping and output cells at this time step as {(Ak, bk, Ck, dk, Ek, fk)}Nk=1 (here376

we omit the subscript for t for the brevity in the notation) where each input cell is a polyhedron377

Hk = {x ∈ Rd+1|Akx ≤ bk}, with an affine mapping y = Ckx + dk and the resulting output cell378

is also polyhedron Mk = {y ∈ Rd+1|Eky ≤ fk}. Then for each output cell Mk, we check for the379

intersection between the query cell and the output cell Mq
k = {y|y ∈Mq, Eky ≤ fk}. Next we can380

derive the intermediate density concentration function bound [zk,min, zk,max] on Mq
k by solving the381

following Linear Programming problem (here taking zk,min as an example; to solve zk,max we just382

need to change the “min” to “max” in the objective function in Eq. 10; and here [y]0 denotes the first383

coordinate of y, thus [y]0 = z as we denote y = (z, x)T ):384 {
min [y]0
s.t. y ∈Mq

k

(10)

After we derive the bound for z onMq
k , the density bound forMq

k is computed as (similar to Eq.(6)):385

386 {
ρk,min = ρ0(x̃k)et·zk,min

ρk,max = ρ0(x̃k)et·zk,max
(11)

where x̃k is the center of Hk. And the probability bound can be computed by pk,min =387

ρk,min · Vol(Mq
k ) and pk,max = ρk,max · Vol(Mq

k ) where the Vol(Mq
k ) is the volume for the388

intersection. Finally the probability of the system reach this query set at time t is bounded by389 [
Pmin =

N∑
k=1

pk,min, Pmax =
N∑
k=1

pk,max

]
. An illustrative figure is shown in Fig. 2390

Remarks: This algorithm can be used for online safety verification under different initial state391

distributions by just representing the dangerous set inRq , and changing the ρ0(·) function in (11) on392
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the fly. Here we approximate the density distribution in Hk using the density evaluated at x̃k which393

is the center of Hk - the accuracy of this approximation will converge to 1 as the partition on ρ0 gets394

finer.395

B.2 Backward reachable set probability computation396

The problem formulation is: given a query set Rq with density concentration function constraints397

[zmin, zmax] (the range that the density concentration function can change from the initial condition398

to the terminal condition; if this constraint is not specified, the default value is −∞ ≤ z ≤ ∞),399

compute for all possible initial conditions as well as probabilities that lead the system to reach the400

query set (with optional density constraints).401

Similar to Sec. B.1, we can denote this query set as Mq = {(z, v)|zmin ≤ z ≤402

zmax, v ∈ Rq}. At each time step t, the NN input cells, affine mapping and output cells are403

{(Ak, bk, Ck, dk, Ek, fk)}Nk=1 where each input cell is a polyhedron Hk = {x ∈ Rd+1|Akx ≤ bk},404

with an affine mapping y = Ckx + dk and the resulting output cell is also polyhedron Mk = {y ∈405

Rd+1|Eky ≤ fk}. Then for each output cell Mk, we check for the intersection between the query406

cell and the output cell Mq
k = {y|y ∈ Mq, Eky ≤ fk}. Using the affine mapping with invertible407

Ck
7, we can derive the pre-image of this intersection to beHq

k = {x|x = C−1
k y−C−1

k dk, y ∈Mq
k}.408

Thus the reachable set can be computed using projection: Ri,qk = {x ∈ X |(x, t) ∈ Hq
k} and the409

corresponding probability is pi,qk = Vol(Ri,qk )ρ0(x̃i,qk ) where ρ0(·) is the initial state distribution410

function and ˜
xi,qk is the center of Ri,qk . By performing this for all output cells and for all time steps411

t, we derive the backward reachable set {{(Ri,qt,k, p
i,q
t,k)}Nk=1}

T−1
t=0 .412

B.3 Speed up the probability computation by using hyper-rectangle heuristic413

The computation in both Sec. B.1 and Sec. B.2 requires checking the intersection between polyhe-414

dral Hi and Hj , where one approach is to check whether a feasible solution exists for the linear415

programming problem : min 0Tx, s.t. x ∈ Hi ∩Hj . Solving this for x ∈ Rn requires O(n2.5) time416

when the interior method is used. To speed up the intersection checking process, we introduce a417

hyper-rectangle heuristic: at the pre-processing stage, we over-approximate each polyhedron Hi by418

its outer hyper-rectangle H̃i (derived by computing the range for the vertices of Hi in each dimen-419

sion). When checking for the polyhedron intersection between Hi and Hj , we first check whether420

their corresponding hyper-rectangles H̃i and H̃j will intersect. If H̃i and H̃j do not intersect, then it421

is guaranteed that the polyhedra Hi and Hj won’t intersect. Otherwise, we further check the inter-422

section of Hi and Hj by using the interior method. Checking hyper-rectangles’ intersection can be423

implemented in O(n), hence greatly accelerates the computation process. A detailed computation424

time comparison will be presented in Sec. E.425

C Simulation environments426

In this section, we present the implementation details for all 10 simulation environments used in our427

main paper, sorted in the same order as shown in Table. 2.428

C.1 Van der Pol Oscillator429

Consider the Van der Pol Oscillator problem: d
2x
dt2 −µ(1−x2)dxdt +x = 0 where the position variable430

x is a function of t and the scalar parameter µ indicates the strength of the system damping effect.431

By doing a transformation: y = ẋ, the original problem can be shaped to the following 2d system432

dynamics:433 {
ẋ = y

ẏ = µ(1− x2)y − x (12)

7In practice, Ck is in high probability to be invertible. This is because the set of all non-invertible random
matrices forms a hyper-surface with Lebesque measure zero. When Ck is singular, we can use elimination
method like Fourier-Motzkin elimination as in [21] to derive the set representation in the input side.
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where the divergence term∇·f used in (2) can be computed as: ∇·f = µ(1−x2). In the simulation,434

we set µ = 1.0, the initial state distribution as an uniform distribution U[−2.5,2.5]×[−2.5,2.5] and the435

time step duration ∆t = 0.05s. We run each simulation for 50 time steps to collect the trajectories.436

C.2 Double Integrator with an NN controller437

We consider a discrete double integrator system introduced in [41]:438 (
xt+1

yt+1

)
=

[
1 1
0 1

](
xt
yt

)
+

[
0.5
1

]
ut (13)

where (xt, yt)
T denotes the 2d state variable, and ut is the output of a neural network controller439

which is trained to mimic the behavior of an MPC controller [41, 42]. We convert the system to the440

continuous system with state (x, y)T and time step duration ∆t = 1.0s as :441

˙(x
y

)
=

[
0 1
0 0

](
x
y

)
+

[
0.5
1

]
u (14)

and here the divergence term∇ · f used in (2) can be computed as: ∇ · f = 0.5∂u∂x + ∂u
∂y , where the442

∂u
∂x is the gradient of the neural network controller output u with respect to the input x (and similar443

for ∂u
∂y and y) and can be calculated using automatic differentiation engine in PyTorch [71]. We set444

the initial state distribution as an uniform distribution U[−0.5,4.0]×[−1.0,1.0]. Similar to [41, 42], we445

run each simulation for 10 time steps to collect the trajectories.446

C.3 Kraichnan-Orszag system447

The system dynamics of the Kraichnan-Orszag problem [66, 18] is defined as:448 
ẋ1 = x1x3

ẋ2 = −x2x3

ẋ3 = −x2
1 + x2

2

(15)

and here an interesting fact is that the divergence term∇·f used in (2) is just: ∇·f = x3−x3+0 = 0,449

which means the density along each trajectory won’t change over time, and only depends on the450

initial state distribution. Similar to [18], we set the initial state x(0) = (x1(0), x2(0), x3(0))T451

distribution as an Gaussian distribution with:452 
x1(0) ∼ N (1, 1/42)

x2(0) ∼ N (0, 1/22)

x3(0) ∼ N (0, 1/22)

(16)

where we further truncate the initial state within the range {0 ≤ x1(0) ≤ 2,−2 ≤ x2(0) ≤ 2,−2 ≤453

x3(0) ≤ 2}. We set the time step duration ∆t = 0.125s and run each simulation for 80 time steps454

to collect the trajectories.455

C.4 Inverted pendulum456

The inverted pendulum problem [67] is defined as θ̈ + b
mL2 θ̇ − g

L sin θ − 1
mL2uLQR = 0, where θ457

denotes the pendulum’s relative angle to the the up-right position, m,L, g, b are pre-defined param-458

eters and uLQR denotes the output of an LQR controller [67] u = K1θ+K2θ̇ where K1 and K2 are459

scalar-valued coefficients. To test for the system performance under different coefficient settings for460

the LQR controller, we include k1, k2 into the system state variable and study the following system461

dynamics:462 
θ̇ = ω

ω̇ = 1
m·L2 (mgL sin θ − bω + u)

k̇1 = 0

k̇2 = 0

(17)

where u = K1

50 e
k1θ + K2

50 e
k2ω. Now the divergence term ∇ · f used in (2) can be computed as:463

∇ · f = − b
mL2 + 1

mL2
∂u
∂w = − b

mL2 + K2e
k2

50mL2 . Based on [67], we set g = 9.80, L = 0.50,m =464
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0.15, b = 0.00,K1 = −23.59,K2 = −5.31, the time step duration ∆t = 0.02s. We set the465

initial state distribution as a uniform distribution U[−2.1,2.1]×[−5.5,5.5]×[−2.0,2.0]×[−2.0,2.0] and run466

each simulation for 50 time steps to collect the trajectories.467

C.5 Ground robot navigation with an NN controller468

Figure 3: The screenshot for robot navigation problem.

We design a ground robot navigation experiment (as shown in Fig. 3), where the objective is to reach469

the green region {(x, y)|(x−xgoal)2 + (y− ygoal)2 ≤ r2
goal} while avoiding to enter the red region470

{(x, y)|(x− xobs)2 + (y − yobs)2 ≤ r2
obs}. The robot is following an Dubins car model:471 

ẋ = v cos θ

ẏ = v sin θ

θ̇ = uw
v̇ = ua

(18)

where x, y, θ, v represent robot’s x and y position, heading angle and velocity respectively. We use472

an NN controller to output control signals uw, uv . The NN controller is a feedforward NN with473

2 hidden layers and 32 hidden units in each layer. We use ReLU for the intermediate activation474

functions and use Tanh as the activation function for the last layer to make sure the control output is475

always bounded. During training, we use this NN controller to collect trajectory data and do back-476

propagation with the loss function: L =
N−1∑
i=0

T−1∑
k=0

α
[
(xik − xgoal)2 + (yik − ygoal)2

]
+ 1{dobs <477

robs}(dobs − robs) where dobs =
√

(xik − xobs)2 + (yik − yobs)2. Here the divergence term ∇ · f478

used in (2) can be computed as: ∇ · f = ∂uw
∂θ + ∂ua

∂v . We set the initial state distribution as an479

uniform distribution U[−1.8,−1.2]×[−1.8,−1.2]×[0,π/2]×[1.0,1.5]. We run each simulation for 50 time480

steps with time duration ∆t = 0.05s to collect the trajectories.481

C.6 FACTEST car tracking system482

Consider a rearwheel kinematic car in 2D scenarios where the dynamics is:483 ẋẏ
θ̇

 =

[
cos(θ) 0
sin(θ) 0

0 1

] [
v
ω

]
(19)

and the corresponding errors are measured by:484 [
ex
ey
eθ

]
=

[
cos(θ) sin(θ) 0
− sin(θ) cos(θ) 0

0 0 1

][
xref − x
yref − y
θref − θ

]
(20)
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with xref , yref , θref being some predefined tracking points (in this experiment, we assume the485

tracking points are not changing over time). With the following tracking controller defined in (wref486

and vref are referenced angular velocity and velocity respectively, k1, k2, k3 are the parameters487

controlling how fast the system will converge to the reference point) [68]:488 {
v = vref cos(eθ) + k1ex
ω = ωref + vref (k2ey + k3 sin(eθ))

(21)

and with an uncertainty error in the dynamics of ex and ey (denoted as a), the error dynamics489

become:490 ėxėyėθ
ȧ

 =

 (ωref + vref (k2ey + k3 sin(eθ)))ey − k1ex+aex
−(ωref + vref (k2ey + k3 sin(eθ)))ex + vref sin(eθ)+aey

−vref (k2ey + k3 sin(eθ))
0

 (22)

The uncertain parameter a ∈ [0, 1]. We will show that althought now the reachable set will be much491

larger than the case when a = 0, the probability that the system does not converge to the origin492

(zero-error) is very low.493

Here the divergence term ∇ · f used in (2) can be computed as: ∇ · f = 2a − k1 − k2vrefex −494

vrefk3 cos eθ. In our experiment, we set xref = yref = θref = 0, k1 = k2 = 0.5, k3 =495

1.0, wref = 0, vref = 1. We set the initial state distribution as an uniform distribution496

U[−2.1,2.1]×[−2.1,2.1]×[0,0.1]×[0.0,1.0]. We run each simulation for 50 time steps with time duration497

∆t = 0.10s to collect the trajectories.498

C.7 6D Quadrotor with an NN controller499

Consider a 6D quadrotor [42]:500

ẋ =

[
03×3 I3
03×3 03×3

]
x+

[
g 0 0

03×3 0 −g 0
0 0 1

]T
u+

[
05×1

−g

]
(23)

where the state vector x contains 3D positions and velocities [px, py, pz, vx, vy, vz], g is the gravity501

(set to 9.8m/s2), and the control u = (u1, u2, u3)T is from the output of an NN controller taking502

the state vector as the input [42]. Here the divergence term ∇ · f used in (2) can be computed503

as: ∇ · f = g · ∂u1

∂vx
− g · ∂u2

∂vy
+ ∂u3

∂vz
. Similar to [42], we set the initial state distribution as an504

uniform distribution U[4.65,4.75]×[4.65,4.75]×[2.95,3.05]×[0.94,0.96]×[−0.05,0.05]×[−0.5,0.5]. We run each505

simulation for 12 time steps with time duration ∆t = 0.10s to collect the trajectories.506

C.8 Adaptive cruise control system507

Consider a learning-based adaptive cruise control (ACC) problem with plant dynamics [4]:508 

ẋrel = vlead − vego
v̇lead = γlead
γ̇lead = alead
v̇ego = γego
γ̇ego = −2γego + 2u(xrel, vlead − vego − γegoτ, vego + γegoτ)

ȧlead = −2γlead
τ̇ = 0

(24)

here xrel denotes the relative distance from the leading vehicle to the ego vehicle, vlead and509

vego denote the velocity of leading and ego vehicles and γlead and γego denote the correspond-510

ing acceleration rates of the two vehicles (alead models the change in the leading vehicle’s ac-511

celeration rate, similar to the MATLAB implementation in [4]). And the controller u is taking512

the relative distance, velocity, and ego vehicle’s velocity as input and outputs the change in the513

ego vehicle’s acceleration rate. We model the velocity perception uncertainty as τ and pass it514

through the neural network. Here the divergence term ∇ · f used in (2) can be computed as:515

∇ · f = −2 − ∂u
∂(vlead−vego−γegoτ)τ + ∂u

∂(vego+γegoτ)τ . We set the initial state distribution as an516

uniform distribution U[59.0,62.0]×[26.0,30.0]×[−0.01,0.01]×[30.0,30.5]×[−0.01,0.01]×[−10.1,−9.9]×[−2.0,2.0]517

and run each simulation for 50 time steps with time duration ∆t = 0.10s to collect the trajectories.518
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C.9 F-16 ground-collision avoidance system519

This F-16 Ground-Collision Avoidance System (GCAS) performs a recovery maneuver for the F-16520

aircraft when a ground collision is detected. The F-16 aircraft is modelled with 6 degrees of freedom521

(DoF) associated with 13 nonlinear equations (three equations each for forces, kinematics, moments522

and position of the aircraft, and one extra to capture the F-16 turbojet engine). The hierarchical523

control system has an outer-loop autopilot controller and an inner loop tracking and stabilizing524

controller (ILC). More details can be found in [69]. Specifically in this experiment, the GCAS525

drives the roll angle and its rate to 0 and then accelerates upwards to avoid ground collision. The526

safety specification is to make sure the altitude is always non-negative (not hitting the ground).527

We collect the trajectories using the F-16 simulator provided in [69]. The trajectories has a time528

step duration as 0.0333s and has 106 time steps in total. The hierarchical controller made the529

closed-loop F-16 system a black-box system without a clean ODE expression. Therefore, there is530

no analytical way to compute for the system dynamics. As we discussed in the main paper, we could531

approximate the divergence of the system dynamics by using gradient perturbation. Recall that for532

system ẋ = (f1(x), f2(x), ..., fd(x))T , the system divergence is∇·f =
d∑
i=1

∂fi
∂xi

, so we approximate533

the gradient for ∂fi(x)
xi

by (fi(x1, ..., xi + ε, ..., xn) − fi(x1, ..., xi − ε, ..., xn))/(2ε) where ε is a534

very small number and we set ε = 10−8 in our experiments.535

C.10 8-car platooning with model error536

In this experiment we consider a 8-car platoon model [80, 70]. The state variable is x ∈ R15, where537

x1 represents the first vehicle’s (which is also the leading vehicle in the platoon) velocity, x2k−1538

(k=2,3...,8) represents the relative velocity of the k−1-th vehicle comparing to the k-th vehicle, and539

x2k−2 (k=2,3...,8) represents the relative longitudinal offset of the k− 1-th vehicle comparing to the540

k-th vehicle. The dynamics of the system hence is given by:541

ẋ2k−1 =

{
u1, k = 1

uk−1 − uk, k = 2, 3, ...8

ẋ2k−2 = x2k−1 + w, k = 2, 3, ...8

(25)

where u = (u1, ..., u8)T is the NN controller’s output (for changing the vehicles’ acceleration rates)542

and w models the noise in the vehicles’ velocity dynamics. Here the neural network controller is543

trained via RL [81]. Here the divergence term ∇ · f used in (2) can be computed as: ∇ · f =544

∂u1

∂x1
+

8∑
k=2

( ∂uk−1

∂x2k−1
− ∂uk

∂x2k−1
). We set the initial state distribution as an uniform distribution U for545

19.9 ≤ x1 ≤ 20.1, 0.9 ≤ x2k−3 ≤ 1.1, k = 2, 3..., 8 and −0.1 ≤ x2k−2 ≤ 0.1, k = 2, 3..., 8 and546

−0.01 ≤ w ≤ 0.01. We run each simulation for 50 time steps with time duration ∆t = 0.15s to547

collect the trajectories.548

D Forward reachable set distribution under different probability thresholds549

Instead of over-approximating the reachable sets like traditional methods, our approach can ren-550

der varied sizes of reachable sets under different probability thresholds and under different initial551

state distributions. We compute for the varied reachable sets at t=1.0s for ground robot navigation552

experiment under three different (truncated) multivariate Gaussian distributions: N1 = N (µ =553

(−1.7,−1.7, 0.2, 1.4)T ; Σ = 0.02I), N2 = N (µ = (−1.7,−1.7, 1.3, 1.4)T ; Σ = 0.02I), and554

N3 = N (µ = (−1.7,−1.7, 0.2, 1.4)T ; Σ = 0.1I). The difference between N1 and N2 is the555

change of the mean vector, and the difference between N1 and N3 is the change in the covariance556

matrix. As shown in Fig. 4∼Fig. 6, as the probability threshold decreases, the relative volume of the557

reachable set (comparing to the volume in Fig.3(a)) decreases drastically. And our approach shows558

that under the initial distribution N1, a large portion of the states (p>=0.8980) actually only reside559

in a small region (vol=0.03X) in the state space (as shown in Fig. 4(e)). Whereas under different ini-560

tial state distributions, the concentration region might be different (comparing Fig. 4(f) and Fig. 5(f))561

or the degree of concentration is different (comparing Fig. 4(f) and Fig. 6(e)).562
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(a) vol=1.00X; p=1.0000 (b) vol=0.24X; p >= 0.9999 (c) vol=0.13X; p >= 0.9995

(d) vol=0.05X; p >= 0.9813 (e) vol=0.03X; p >= 0.8980 (f) vol=0.02X; p >= 0.5697

Figure 4: The system forward reach set distribution under different probability thresholds at t=1.0s
with initial condition N1 = N(µ = (−1.7,−1.7, 0.2, 1.4)T ; Σ = 0.02I). The color ranged from
dark purple to light yellow indicates the density inside the polyhedral cells. The density is shown
in logarithm magnitude. The edges colored in green indicate the boundaries of the RPM polyhedral
cells with density below a threshold. As the probability thresholds (p) decreases, the relative volume
(vol) of the reachable set decreases drastically. Our approach indicates under this distribution, the
system state has large probability concentrating in the right bottom curve as shown in Fig. 4(f).

E Runtime for fast safety checking563

Low density Medium density High density
e−10 ≤ ρ ≤ e2 e2 ≤ ρ ≤ e3 ρ ≥ e3

Vanilla Heuristic Vanilla Heuristic Vanilla Heuristic
Time (sec) 3.1594 0.8425 3.0854 0.8122 3.0585 0.7644

#(Rect) - 391 - 31 - 4
#(Poly) 303 303 2 2 0 0
Is safe? No No No No Yes Yes

Table 2: Online safe verification comparison under different density conditions (Low / Medium /
High). We measure the computation time (“Time””), number of rectangle intersections (“#(Rect)”),
number of polyhedral intersections (“#(Poly)”) and whether the initial condition will avoid to drive to
unsafe region (“Is safe?”) under each density condition with and without using the hyper-rectangle
heuristics (“Heuristic”/“Vanilla”). As shown in Table. 2, the trajectories sampled from the initial
state will only reach the unsafe region under low and medium densities while won’t reach the unsafe
region in high density. Using heuristics can reduce the computation time in all conditions by 70%.

We also perform the system safety verification for the ground robot task. Specifically, we want564

to verify whether the trajectories starting from the initial condition Sinit will drive to the unsafe565

region Sunsafe under different density conditions. We set Sinit = {−1.8 ≤ x ≤ −1.2, −1.8 ≤566

y ≤ −1.2, 0.0 ≤ θ ≤ π/2, 0.0 ≤ v ≤ 1.0}, Sunsafe = {−0.5 ≤ x ≤ 0.0,−0.5 ≤ y ≤567

0.0} and try three different density constraints: which are low density (e−10 ≤ ρ ≤ e2), medium568
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(a) vol=1.00X; p=1.0000 (b) vol=0.97X; p >= 0.9999 (c) vol=0.83X; p >= 0.9995

(d) vol=0.48X; p >= 0.9851 (e) vol=0.11X; p >= 0.8749 (f) vol=0.06X; p >= 0.6139

Figure 5: The system forward reach set distribution under different probability thresholds at t=1.0s
with initial condition N2 = N(µ = (−1.7,−1.7, 1.3, 1.4)T ; Σ = 0.02I). The color ranged from
dark purple to light yellow indicates the density inside the polyhedral cells. The density is shown
in logarithm magnitude. The edges colored in green indicate the boundaries of the RPM polyhedral
cells with density below a threshold. As the probability thresholds (p) decreases, the relative volume
(vol) of the reachable set decreases drastically. Our approach indicates under this distribution, the
system state has large probability concentrating in the top left curve as shown in Fig. 5(f).

density (e2 ≤ ρ ≤ e3) and high density (ρ ≥ e3). We measure whether the initial condition569

will avoid to lead the system to reach the unsafe region under each density condition (“Is safe?”).570

To illustrate how the heuristic method introduced in Sec. B.3 accelerates the computation process,571

we also measure the computation time (“Time””), number of rectangle intersections (“#(Rect)”),572

number of polyhedral intersections (“#(Poly)”) and , with and without using the hyper-rectangle573

heuristics(“Heuristic”/“Vanilla”). Our program is implemented in Python with parallel computation574

deployed on a 12-core CPU.575

As shown in Table. 2, the trajectories sampled from the initial state will only reach the unsafe region576

under low and medium densities, and won’t reach the unsafe region in high density. This can be577

helpful when we are considering planning problems with density constraints. Besides, our approach578

with hyper-rectangle heuristic can finish the online safety verification for 50 time steps in only 0.8579

seconds, which reduces 70% of the computation time comparing to the vanilla algorithm. Doing580

safety verification for each time step only needs 0.016s, which is much smaller than the actual ∆t581

used for the ground robot navigation benchmark (∆t = 0.05s). With code-level optimization (e.g.582

write the program in C++ or Julia) and more CPU cores being used in parallel, our approach can583

further benefit for real-time applications.584

F Density (Ours, KDE, histogram, groundtruth) and reachability585

visualizations586

Here we compare the density prediction results on all 10 benchmark examples mentioned in Table 1,587

and compare our reachable set result with other worst-case reachability tools (Convex Hull [9],588

GSG [73] and DryVR [68]) on 4 of the benchmark examples. As shown in figures in F.1, our589
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(a) vol=1.00X; p=1.0000 (b) vol=0.99X; p >= 0.9951 (c) vol=0.96X; p >= 0.9420

(d) vol=0.91X; p >= 0.8625 (e) vol=0.77X; p >= 0.5513 (f) vol=0.46X; p >= 0.2223

Figure 6: The system forward reach set distribution under different probability thresholds at t=1.0s
with initial condition N3 = N(µ = (−1.7,−1.7, 0.2, 1.4)T ; Σ = 0.1I). The color ranged from
dark purple to light yellow indicates the density inside the polyhedral cells. The density is shown
in logarithm magnitude. The edges colored in green indicate the boundaries of the RPM polyhedral
cells with density below a threshold. As the probability thresholds (p) decreases, the relative volume
(vol) of the reachable set decreases drastically. Our approach indicates under this distribution, the
system state has large probability concentrating in the right bottom curve as shown in Fig. 6(f), but
is not as concentrated as shown in Fig. 4(f).

approach can consistently achieve the closest state density distribution among other approaches590

(Kernel density, histogram), and doesn’t have a restriction for high-dimension systems (whereas the591

histogram method cannot estimate the density for high-dimension systems like in Fig. 28∼ Fig. 36).592

For the reachability comparison, different from the worst-case reachability analysis tools (Convex593

Hull [9], GSG [73] and DryVR [68]), our approach can compute the density and probability for each594

of the reachable set, hence is able to tell where do states concentrate (a high probability of states595

only reside in a small region in the state space, as shown in Fig. 39, Fig. 42, Fig. 44, Fig. 48, etc).596

Our method is more precise and informative than those worst-case reachability analysis approaches.597

More figures can be found out in the supplementary video.598

F.1 Comparison of density prediction accuracies599

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 7: Comparison of density prediction accuracies (Van der Pol, t=0)
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(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 8: Comparison of density prediction accuracies (Van der Pol, t=20)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 9: Comparison of density prediction accuracies (Van der Pol, t=49)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 10: Comparison of density prediction accuracies (Double integrator, t=0)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 11: Comparison of density prediction accuracies (Double integrator, t=3)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 12: Comparison of density prediction accuracies (Double integrator, t=9)
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(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 13: Comparison of density prediction accuracies (Kraichnan-Orszag system, t=0)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 14: Comparison of density prediction accuracies (Kraichnan-Orszag system, t=20)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 15: Comparison of density prediction accuracies (Kraichnan-Orszag system, t=79)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 16: Comparison of density prediction accuracies (Inverted pendulum, t=0)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 17: Comparison of density prediction accuracies (Inverted pendulum, t=20)
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(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 18: Comparison of density prediction accuracies (Inverted pendulum, t=49)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 19: Comparison of density prediction accuracies (Ground robot navigation, t=0)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 20: Comparison of density prediction accuracies (Ground robot navigation, t=20)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 21: Comparison of density prediction accuracies (Ground robot navigation, t=49)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 22: Comparison of density prediction accuracies (FACTEST car model, t=0)
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(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 23: Comparison of density prediction accuracies (FACTEST car model, t=20)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 24: Comparison of density prediction accuracies (FACTEST car model, t=49)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 25: Comparison of density prediction accuracies (Quadrotor control system, t=0)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 26: Comparison of density prediction accuracies (Quadrotor control system, t=4)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 27: Comparison of density prediction accuracies (Quadrotor control system, t=11)
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(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 28: Comparison of density prediction accuracies (Adaptive cruise control system, t=0)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 29: Comparison of density prediction accuracies (Adaptive cruise control system, t=20)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 30: Comparison of density prediction accuracies (Adaptive cruise control system, t=49)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 31: Comparison of density prediction accuracies (Ground collision avoidance system, t=0)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 32: Comparison of density prediction accuracies (Ground collision avoidance system, t=20)
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(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 33: Comparison of density prediction accuracies (Ground collision avoidance system, t=59)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 34: Comparison of density prediction accuracies (8-Car platoon system, t=0)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 35: Comparison of density prediction accuracies (8-Car platoon system, t=20)

(a) Groundtruth (b) Kernel density (c) Histogram (d) Ours (e) SGPD

Figure 36: Comparison of density prediction accuracies (8-Car platoon system, t=49)

F.2 Comparison of reachable set computation among different tools600

(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 37: Comparison of reachable set computation among different tools (Van der Pol, t=0). The
gray dots are sampled points and blue / green / red / colored regions are reachability results
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(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 38: Comparison of reachable set computation among different tools (Van der Pol, t=40). The
gray dots are sampled points and blue / green / red / colored regions are reachability results

(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 39: Comparison of reachable set computation among different tools (Van der Pol, t=49). The
gray dots are sampled points and blue / green / red / colored regions are reachability results

(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 40: Comparison of reachable set computation among different tools (Double integrator, t=0).
The gray dots are sampled points and blue / green / red / colored regions are reachability results

(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 41: Comparison of reachable set computation among different tools (Double integrator, t=3).
The gray dots are sampled points and blue / green / red / colored regions are reachability results
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(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 42: Comparison of reachable set computation among different tools (Double integrator, t=7).
The gray dots are sampled points and blue / green / red / colored regions are reachability results

(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 43: Comparison of reachable set computation among different tools (Ground robot naviga-
tion, t=0). The gray dots are sampled points and blue / green / red / colored regions are reachability
results

(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 44: Comparison of reachable set computation among different tools (Ground robot naviga-
tion, t=20). The gray dots are sampled points and blue / green / red / colored regions are reachability
results

(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 45: Comparison of reachable set computation among different tools (Ground robot naviga-
tion, t=40). The gray dots are sampled points and blue / green / red / colored regions are reachability
results

18



(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 46: Comparison of reachable set computation among different tools (FACTEST car model,
t=0). The gray dots are sampled points and blue / green / red / colored regions are reachability results

(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 47: Comparison of reachable set computation among different tools (FACTEST car model,
t=20). The gray dots are sampled points and blue / green / red / colored regions are reachability
results

(a) Convex Hull (b) GSG (c) DryVR (d) Ours

Figure 48: Comparison of reachable set computation among different tools (FACTEST car model,
t=49). The gray dots are sampled points and blue / green / red / colored regions are reachability
results
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601

G Comparison between histogram-based and Liouville-based approaches602

The advantage of learning density distribution by solving Liouville ODE is that it requires less603

training samples than histogram-based approaches, hence has the potential to generalize to high-604

dimension cases. To show its advantages in training efficiency and testing accuracy, we compare the605

histogram-based approach and Liouville-based approach’s density estimation for the following sys-606

tem, under different number of training samples. To make sure we can compare to the “groundtruth”607

density, we manually design the system such that the state density distribution at each time step has608

a closed form solution.609

Consider a 1-d system: ẋ = −x2 with initial states ranged from [0, 1]. Under uniformly distributed610

initialization, the system dynamics x(t) and density distribution β(x, t) (here β(x, t) denotes the611

density at time t at location x) can be directly written out in the closed form:612 {
x(t) = 1/(C + t)

β(x, t) = 1/(1− x · t)2 (26)

where the parameter C can be derived from the initial condition x(0) = x0 = 1/C.613

Figure 49: KL Divergence (comparing to groundtruth state density) for histogram-based approach
and Liouville-based approach in different numbers of training samples. The groundtruth state den-
sity is computed analytically in closed form. We use 10000, 100000, 1000000 training samples
for the histogram-based approach and use only 10000 training samples for the Liouville-based ap-
proach. The KL divergence is computed on a separate testing set (200 samples). Comparing to the
histogram-based approach, the Liouville-based approach can achieve a smaller KL divergence while
using 0.01X number of training samples.

We then use histogram-based and Liouville-based approach to estimate the state density for this614

system. We uniformly sample initial states and generate 1000000 trajectories using ODE45 solver.615

We use 10000, 100000 and 1000000 training samples for the histogram-based approach and use only616

10000 training samples for the Liouville-based approach, then we estimate the density on a separate617

testing set of trajectories using nearest neighbor interpolation. At each time step, we measure the618

estimation accuracy on the test set by computing the KL divergence to the groundtruth density.619

As shown in Fig. 49, histogram-based approach needs lots of samples to accurately approximate a620

good distribution (the KL divergence converges to zero at each time step as the number of samples621

increases), where our approach can learn the density distribution with the lowest KL divergence622
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using just 0.01X of the sampled trajectories. This shows the advantage of solving Liouville ODE to623

estimate the state density.624

625

H Comparison with state-of-the-art worst-case reachability approaches626

We compare our approach with three state-of-the-art worst-case reachability methods: Sher-627

lock [75], Verisig [39] and ReachNN [40]. We use the official implementation of Verisig and628

ReachNN which focus on reachable set computation for neural network control systems (NNCS),629

and use the re-implementation of Sherlock from [6], which is for neural network verification.630

To make a fair comparison, we set a timeout limit of six hours for all approaches. Among all the631

four datasets that our method has computed, Sherlock can solve for the reachable sets for the datasets632

“Double integrator”, “Ground robot navigation” and “FACTEST car tracking system”, and Verisig633

and ReachNN can only calculate for the “Double integrator” dataset - Verisig encounters numerical634

issue on this dataset at first due to the large initial set, and we have to divide the initial set to smaller635

sets and run the program multiple times in parallel to compute for the reachable sets. Similar in636

Sec. 4.3, we measure the reachable sets by computing the volume of the reachable sets relative to637

the volume of the convex hull of the sampled points.638

We use different networks when doing reachability analysis, because all those methods have differ-639

ent requirements for the analyzed system:640

(a) The RPM used in our approach is doing reachability analysis for ReLU-based NNs. For641

the “Double Integrator” system, the controller is another ReLU-based NN that has a clip642

function at the output (to rectify the control output between [−1, 1])643

(b) The Sherlock approach we used in [6] can only work with ReLU-based NN (not NNCS).644

Thus we used the same NN used in (a) and conducted the experiments. Since we only645

compute for the reachable set, we just collect the flow map estimation Φω part of this NN646

(i.e. we did not need to use the density estimator part of the NN).647

(c) Verisig can only work with a Neural Network Controlled System (NNCS) with648

Sigmoid/Tanh-based NN controllers. Thus we re-trained a Tanh-based NN controller (us-649

ing the same number of hidden layers and hidden units) to reproduce the output of the650

original controller in (a) and use this new controller to do reachability analysis. We verified651

that the L2 error between the Tanh-based NN controller and the original controller is less652

than 0.001 on the testing set, and we also inspected the trajectories generated using these653

two controllers and cannot find a substantial difference.654

(d) ReachNN can work with NNCS that has Sigmoid/Tanh/ReLU-based NN controllers. How-655

ever, it cannot directly process the controller we had in (a) because the controller in (a) has656

a clip function at the output to rectify the control output between [−1, 1]. Therefore, we657

trained another ReLU-based NN controller that does not have that clip function to repro-658

duce the output of the original controller in (a). We use this newly trained controller to do659

reachability analysis in ReachNN.660

As shown in Fig. 50 ∼ Fig. 53, in the “Double integrator” experiment, all of the three worst-case661

reachability analysis methods can only over-approximate the reachable sets of the system, with the662

reachable volume increasing over time. The approximation error for Versig and ReachNN will663

severely accumulate, hence the corresponding reachable sets gradually occupy the whole figure664

(where the growths is 32.24X for Verisig and 67.96X for ReachNN respectively), whereas our ap-665

proach estimated reachable sets have volume less than the convex hull volume, and can reflect the666

convergence of the majority of the system states owing to the ability to predict the state density. For667

higher dimension benchmarks like “Ground robot navigation” and “FACTEST car tracking system”668

(as shown in Fig. 54 ∼ Fig. 57), only our approach and Sherlock are able to compute the reachable669

set under the timeout limit. Due to the high dimensionality, Sherlock’s estimated volume grows670

dramatically over time (16.51X for the “Ground robot navigation”, and 42.60X for the “FACTEST671

car model”), while our approach still gives more compact reachable sets. These observations il-672

lustrate the advantages of our approach in precisely estimating the system reachable sets as well673

as the state density distribution. One advantage of Sherlock over ours is that it can also solve for674

other benchmarks listed in Table. 2, where our approach cannot solve due to the numerical issues in675
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RPM. Another limitation is that our approach only solves for NN with ReLU activations, which is676

again a restriction inherited from RPM. We believe combining our learning framework with a more677

advanced exact reachability tool will resolve this issue in the future.678

(a) Sherlock (b) Verisig (c) ReachNN (d) Ours

Figure 50: Comparison of reachable sets (Double integrator, t=0)

(a) Sherlock (b) Verisig (c) ReachNN (d) Ours

Figure 51: Comparison of reachable sets (Double integrator, t=3)

(a) Sherlock (b) Verisig (c) ReachNN (d) Ours

Figure 52: Comparison of reachable sets (Double integrator, t=7)

(a) Sherlock (b) Verisig (c) ReachNN (d) Ours

Figure 53: Comparison of reachable sets (Double integrator, t=9)
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(a) Sherlock, t=0 (b) Sherlock, t=20 (c) Sherlock, t=30 (d) Sherlock, t=40

Figure 54: Sherlock results (Ground robot navigation, t=0, 20, 30, 40)

(a) Ours, t=0 (b) Ours, t=20 (c) Ours, t=30 (d) Ours, t=40

Figure 55: Our results (Ground robot navigation, t=0, 20, 30, 40)

(a) Sherlock, t=0 (b) Sherlock, t=20 (c) Sherlock, t=30 (d) Sherlock, t=40

Figure 56: Sherlock results (FACTEST car model, t=0, 20, 30, 40)

(a) Ours, t=0 (b) Ours, t=20 (c) Ours, t=30 (d) Ours, t=40

Figure 57: Our results (FACTEST car model, t=0, 20, 30, 40)
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