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A SUPPLEMENTARY DETAILS
Dataset details Following convention [7, 11], we evaluate our
model on two publicly available datasets, which are the standard
OAD datasets: THUMOS’14 [4] and TVSeries [3]. The THUMOS’14
dataset contains a large number of human daily living actions and
sports actions, and its videos are sourced from the YouTube web-
site. This dataset is divided into training, testing, and validation
sets. We use its validation set for training and its testing set for
evaluation. The validation set includes 200 untrimmed videos and
the testing set includes 213 untrimmed videos, both of which cover
the same 20 action categories, including actions such as diving, golf
swing, volleyball spiking, etc. The TVSeries dataset consists of 27
untrimmed long videos containing 6 popular TV series, each about
16 hours long and around 150 minutes per series. This dataset is
divided into training, validation, and testing sets, each containing at
least one episode from a TV series. This dataset includes 30 action
categories, such as opening door, reading, eating, etc., with the rest
corresponding to background classes. In keeping with convention
[2, 11], we choose 20 videos for training and evaluate on the re-
maining 7. For THUMOS’14, we have two settings, 10 tasks and 20
tasks, where for the former, the action categories are divided into 10
tasks, with each task containing two, and for the latter, the action
categories are divided into 20 tasks, with each task containing one.
For TVSeries, we have two settings, 10 tasks and 30 tasks, where
for the former, the action categories are divided into 10 tasks, with
each task containing three, and for the latter, the action categories
are divided into 30 tasks, with each task containing one.
Training details LSTR [12] is used as our backbone, and we follow
LSTR’s data preprocessing process. To learn model weights, we
employ an Adam [5] optimizer with weight decay of 5× 105, where
the learning rate increases linearly from 0 to 5 × 105 during the
first 2/5 of iterations and then decreases to 0 following a cosine
function. Each incremental step in the training phase lasts for 25
epochs, with a batch size of 16. For a fair comparison, the training
setup and backbone are the same for all methods. The loss weights
𝛾 and 𝜂 are set to 0.95 and 0.45, respectively. Moreover, within the
Temporal-Sensitive Exemplar Selector (TES), frames are prelimi-
narily filtered using the herding strategy [9], followed by a further
selection with the Minimum Distance Selection and storage. The
ratio of the number of frames retained through these two filtering
mechanisms is 2:1, meaning that frames sized at twice the replay
memory are initially filtered out, followed by carefully selecting
the specified number of frames according to the replay memory
to save. In order to compare our method with existing continual
learning approaches, we have re-implemented each algorithm. For
regularization methods, MAS [1] and EWC [6], the hyperparam-
eter 𝜆𝑟𝑒𝑔 yields the best results when set at 5 × 102 and 3 × 104,
respectively.

Table 1: Sensitivity of the performance of TS-ILM to 𝛾 and 𝜂

on THUMOS’14 with 10 steps. Default settings are marked
in gray .

THUMOS’14 TVSeries
𝛾 𝜂 mAP ↑ Forget ↓ cAP ↑ Forget ↓
0.95 0.4 53.81% 33.76% 76.74% 11.90%
0.95 0.5 53.66% 33.51% 77.10% 11.31%
0.95 0.45 54.03% 33.13% 77.26% 11.71%
1 0.45 53.01% 34.10% 76.62% 12.20%
0.9 0.45 52.71% 34.73% 76.88% 12.56%

Table 2: Sensitivity of the performance of TS-ILM to 𝛼 and 𝛽

on THUMOS’14 with 10 steps. Default settings are marked
in gray .

THUMOS’14 TVSeries
𝛼 𝛽 mAP ↑ Forget ↓ cAP ↑ Forget ↓
0.1 0.5 54.03% 33.13% 77.26% 11.71%
0.5 0.1 50.91% 40.40% 75.10% 17.54%
1 0.05 49.75% 45.59% 74.98% 17.13%

0.05 1 45.13% 63.03% 75.90% 15.67%
0.2 0.25 53.10% 32.67% 77.04% 11.93%
0.25 0.2 52.74% 34.09% 76.90% 12.50%

B ADDITIONAL RESULTS
In Figure 1, we demonstrate the performance of various models
at each incremental step on additional datasets. TS-ILM achieved
higher accuracy in most incremental steps, indicating its strong
capability to preserve past knowledge. At the same time, we can
observe that on both splits of the TVSeries dataset, the decline
rate in model performance is much lower than on the THUMOS’14
dataset. We conjecture this is because the latter possesses more
complex action patterns, leading to greater potential confusion
among actions.

C ADDITIONAL ABLATIONS
Effect of Balance WeightsWe further discussed the sensitivity
of the balance weights 𝛾 and 𝜂 for each term in the final loss 𝐿
on THUMOS’14 with 10 steps and TVSeries with 10 steps. Table
1 shows the performance of TS-ILM under various combinations
of 𝛾 and 𝜂. We found that the performance under the combination
of {𝛾 = 0.95, 𝜂 = 0.45} is consistently superior to other combina-
tions. Although the combination of {𝛾 = 0.95, 𝜂 = 0.50} resulted
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Figure 1: The performance of various methods on more datasets at each incremental step: (a) THUMOS’14 datasets with 20
steps; (b) TVSeries datasets with 10 steps; (c) TVSeries datasets with 30 steps. In most incremental steps of these three datasets,
TS-ILM achieved higher accuracy, indicating its strong ability to retain past knowledge.

Figure 2: Qualitative analysis of the proposed TS-ILM and the CIL methods applied in the image and video domains. The bars
in different colors represent the true categories, while the lines represent the action scores of the method.

in a slightly lower forgetting rate on the TVSeries with 10 steps,
other metrics were far less satisfactory than those of our ultimately
chosen combination.
Effect of selection ratio in TESWe further discussed the sensitiv-
ity of the selection proportions 𝛼 and 𝛽 of the two modules in TES
under the situation where the replay memory is 5% of the total data
volume on THUMOS’14 with 10 steps and TVSeries with 10 steps.
Table 2 shows the performance of TS-ILM under various combina-
tions. We found that the performance under the combination of
{𝛼 = 0.1, 𝛽 = 0.5} is generally better than other combinations. We
speculate that this is because it is necessary to first select enough
frames through the herding strategy [9] and then screen out more
time-related frames with the Minimum Distance Selection. If the
proportion of the former is too large, it may lead to the resulting
frames not being representative. If the proportion of the former is

too small, it may lead to a weakening of the temporal correlation
of the finally saved frames.

D ADDITIONAL QUALITATIVE ANALYSES
Figure 2 visualizes the action scores obtained by different methods
alongside the corresponding video segments. These action scores
were inferred from videos in the dataset of the 10-th task after
training on 10 tasks on THUMOS’14. The “Javelin Throw” category
showcased in the figure belongs to the training set of the 7-th task
and has not been included in later training. The results show that
our proposed TS-ILM has stronger retention of previous action
categories, significantly mitigating the issue of catastrophic for-
getting, compared to the regularization method MAS [1] used in
the image domain, the exemplar replay method iCaRL [9] also in
the image domain, and the class incremental learning method TCD
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Figure 3: Qualitative analysis of various methods on video clips that include actions from other categories. The bars in different
colors represent the true categories, while the lines indicate the action scores of the method.

[8] implemented in the video domain. Figure 3 visualizes video
clips containing actions from various categories as well as their
corresponding action scores. The “High Jump” displayed in the
figure belongs to the training set of the 6-th task, and it has not
reoccurred in later training phases. It can be observed that our
TS-ILM exhibits robust retention capabilities for previous action
categories, regardless of the type of action.

E FAILURE ANALYSES AND FUTUREWORK
Despite our proposed TS-ILM having effectively overcome the prob-
lem of catastrophic forgetting compared to the baseline, its perfor-
mance still needs improvement in some cases. Specifically, TS-ILM
sometimes confuses different actions, resulting in low confidence
for the action categories depicted in the Figure 2. This could be
due to an insufficient capacity to retain memories of historical
actions. This theoretical and qualitative analysis leads our future
work, which includes, but is not limited to: (1) Extracting more
effective information from videos instead of merely saving video
frames, thus expanding the amount of information preserved. (2)
Designing a module to separate actions from the background, ef-
fectively distinguishing between actions with similar backgrounds.
(3) Mining more knowledge from the various types of data saved.
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