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Abstract

This paper presents an innovative exploration001
into stance detection, with a specific focus002
on subjects characterized by their inherently003
abstract and macroscopic nature, termed as004
“macro topics.” Due to the intricate complex-005
ity associated with these subjects, individuals006
often refrain from explicitly stating their opin-007
ions, thereby introducing challenges to stance008
detection when the target is implicit or unmen-009
tioned in the text. To address this complexity,010
we propose a tailored representation model de-011
signed to effectively encapsulate the nuanced012
aspects of macro topics. Our model relies on013
a comprehensive multidimensional analysis of014
sub-topics within a given macro topic, employ-015
ing a specially designed discourse-based La-016
tent Dirichlet Allocation (LDA) model. Utiliz-017
ing this representation, an aggregation analy-018
sis is implemented to deduce stances on the019
macro topic by examining the array of sub-020
topic stances. The analysis of stances as-021
sociated with sub-topics expressed in text is022
achieved by leveraging the semantic analysis023
capability of large language models (LLMs).024
Our approach attains superior stance detection025
accuracy, as validated through extensive exper-026
iments conducted on large-scale social media027
and finance text datasets.028

1 Introduction029

Stance detection aims to automatically discern an030

individual’s opinionated perspective or attitude em-031

bedded in text regarding a particular entity or view-032

point, commonly referred to as the target (Augen-033

stein et al., 2016). The scope of targets in stance034

detection is extensive, ranging from abstract con-035

cepts to tangible entities such as products and poli-036

cies (Mohammad et al., 2016). The descriptions of037

these targets in the text exhibit considerable vari-038

ability, with some targets being implicitly conveyed039

or, in certain instances, entirely absent from the text040

(Zhou et al., 2018). Consequently, it becomes im-041

perative to predefine the target for which a stance 042

judgment is required (Aldayel and Magdy, 2019). 043

Considerable research in stance detection ad- 044

dresses intricate scenarios and complex targets. Ap- 045

proaches for handling implicit or unexpressed tar- 046

gets include inferring their stance based on correla- 047

tion or similarity of targets (Dong et al., 2017; Sob- 048

hani et al., 2019), identifying primary target claims 049

from conversation sequences (Li et al., 2019), and 050

generating public opinions through a combination 051

of micro-level predictions (Qiu et al., 2015). De- 052

spite these advancements, to the best of our knowl- 053

edge, there is currently no research on the stance 054

analysis of the macro topics discussed in this paper. 055

This paper pioneers the exploration of a rel- 056

atively complex challenge in stance detection, 057

termed as “macro topic stance detection.” This 058

challenge emerges when individuals face difficulty 059

expressing their attitudes directly toward abstract 060

or unfamiliar concepts, collectively referred to as 061

macro topics. However, a more explicit stance is 062

often evident regarding concrete sub-topics asso- 063

ciated with these macro topics. Analyzing these 064

specific sub-topic stances facilitates the inference 065

of stances towards the macro topics. To illustrate 066

this concept, consider the following examples: 1) 067

Economic Perspective: Economists predict macroe- 068

conomic trends, but their perspectives may be con- 069

fined to specific facets, such as foreign trade or 070

consumption. Aggregation of these diverse view- 071

points is required for a comprehensive evaluation of 072

the economic perspective. 2) Political Standpoints: 073

In countries lacking distinct political party divi- 074

sions, the political inclinations of the general pop- 075

ulace—whether left-wing or right-wing—remain 076

ambiguous. Individuals express viewpoints on is- 077

sues such as the legalization of abortion, LGBT 078

rights, etc. A thorough assessment of their political 079

leanings demands the synthesis of diverse particu- 080

lars and specific aspects of their stances. 081

Addressing the aforementioned challenges, this 082
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paper introduces a novel stance detection model083

tailored for macro topics. Given the absence of084

explicit information regarding the intended target085

of stance detection in the text, a discourse-based086

topic modeling approach is employed to extract087

pertinent topics (referred to as sub-topics) associ-088

ated with a given macro topic. The judgment of the089

stance taken on a macro topic relies on an aggrega-090

tion analysis of the stances identified within its cor-091

responding sub-topics. To handle the diversity and092

openness of these sub-topics, a zero-shot stance093

detection framework is designed for identifying094

their stances, leveraging the semantic analysis ca-095

pability of large language models (LLMs). The096

contributions of this paper are as follows:097

• Pioneering research is conducted on an in-098

tricate stance detection issue related to the099

macro topics, utilizing a combination of statis-100

tical analysis and LLMs to perform semantic101

analysis on extensive textual data.102

• A discourse-based Latent Dirichlet Allocation103

(LDA) method is designed to facilitate topic104

modeling of short texts, especially suited for105

analyzing contents on online media platforms.106

• A novel approach for stance analysis via sub-107

topic aggregation analysis is proposed, im-108

proving the interpretability of stance detection109

by analyzing the key factors influencing the110

stance of a given topic.111

2 Related Work112

2.1 Techniques Applied in Stance Detection113

Stance is defined as the speaker’s standpoint to-114

ward a given proposition (Darwish et al., 2017a).115

The prevailing focus in stance detection research116

involves the application of Natural Language Pro-117

cessing (NLP) techniques, framing the task as text118

entailment or classification (Siddiqua et al., 2019;119

Sobhani et al., 2019). The primary objective of this120

approach is to ascertain whether a specific piece121

of text supports or opposes the target proposition122

(Dias and Becker, 2016; Igarashi et al., 2016).123

The data and features underpinning stance judg-124

ment encompass various types and sources, includ-125

ing: 1) linguistic features such as n-gram modeling126

(Hosseinia et al., 2020), sentiment polarity (Raghu-127

nathan and Kandasamy, 2023), and latent seman-128

tics (GomezSuta et al., 2023); 2) individual identity129

(Zhu et al., 2019; Darwish et al., 2020); and 3)130

social activity in social media, such as social con- 131

nections (Darwish et al., 2020), retweets (Darwish 132

et al., 2018), and hashtags (Dey et al., 2017). 133

The techniques employed for stance detection 134

fall into three primary categories: 1) Supervised 135

Learning (Lai et al., 2020) entails the use of clas- 136

sification techniques; 2) Weakly-supervised and 137

Transfer Learning methods are implemented based 138

on Pre-trained Language Models or Graph Con- 139

volutional Networks to model the relationship be- 140

tween the target and the text (Conforti et al., 2021; 141

Li et al., 2022); 3) Unsupervised measures, such as 142

clustering (Rashed et al., 2021). 143

Large Language Models (LLMs) such as Chat- 144

GPT achieve state-of-the-art or comparable perfor- 145

mance on widely-used stance detection datasets 146

(Zhang et al., 2022). Notably, ChatGPT offers ex- 147

planations for its predictions, a feature absent in 148

existing models (Zhang et al., 2022). However, 149

potential biases towards specific targets have been 150

identified (Zhang et al., 2023). 151

Our approach combines supervised and unsuper- 152

vised techniques to analyze macro topics through 153

diverse information facets, including text and sta- 154

tistical features, to discern individuals’ stances. In 155

terms of interpretability, unlike ChatGPT’s direct 156

reasoning for stance judgment, our method inter- 157

prets the stance on macro-level topics based on 158

computed weights of their sub-topics. 159

2.2 Intractable Targets in Stance Detection 160

Different from sentiment analysis tasks such as 161

Aspect-Based Sentiment Analysis, stance detec- 162

tion tasks often involve cases where the target of 163

the stance is not explicitly mentioned in the text 164

(Hardalov et al., 2022). For instance, a tweet stat- 165

ing “Jeb Bush is the only sane candidate in this Re- 166

publican lineup” may express an ‘against’ stance 167

towards the unmentioned topic “Donald Trump as 168

President”. Moreover, stance detection primarily 169

addresses ideological topics (e.g., atheism, media 170

bias), posing challenges for accurate identification 171

(Alturayeif et al., 2023). 172

To address implicitly expressed targets in stance 173

detection, various strategies have been proposed, 174

including Multi-Related-Target Stance Detection 175

(Darwish et al., 2017b), Claim-Based Stance De- 176

tection (Kochkina et al., 2017), Collaborative 177

Filtering-based approaches (Gottipati et al., 2013), 178

and Target-Independent Models (Alturayeif et al., 179

2023). Another notable category is Stance Pre- 180

diction, which aims to infer social media users’ 181
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Figure 1: The architecture of STS4MTS. In Step 2, “Topic Analysis” identifies the topic for each discourse, while
“Stance Identification” determines the discourse’s stance on the topic. In Step 3, a voting mechanism aggregates
discourses’ stances to derive an overall stance for each sub-topic of tm.

stances when not explicitly expressed in their in-182

teractions, and even forecast their viewpoints on183

forthcoming events (Qiu et al., 2015).184

Existing stance detection methods typically fo-185

cus on single or multiple sentences to determine186

stances. However, this article addresses the chal-187

lenge of “macro topic stance detection,” which in-188

volves making stance judgments on broad topics189

using corpora comprising tens of thousands of sen-190

tences. The input data at this scale exceeds cur-191

rent models’ capacity. Stance judgment for sub-192

topics, based on a limited number of sentences,193

is well-suited for LLMs due to the diversity and194

openness inherent in these sub-topics (Zhang et al.,195

2023). Nevertheless, selecting appropriate prompt196

templates for each sub-topic remains a significant197

challenge (Zhang et al., 2022).198

3 Methodology199

The problem of macro topic stance detection is200

formally defined as follows: Given a document A201

(e.g., a collection of articles from an individual)202

containing discussions on a diverse set of topics,203

the objective is to determine the stance regarding a204

macro topic tm, which may not be explicitly men-205

tioned within the given document.206

The proposed model for macro topic stance de-207

tection is abbreviated as STS4MTS (Sub-topic208

Stances for Macro Topic Stance), comprising three209

key steps (illustrated in Figure 1):210

1) Sub-topics Extraction: Acquire a set of sub- 211

topics Tms = {tms1, ..., tmsn} associated with 212

tm, based on a corpus D (e.g., a collection of 213

articles from multiple individuals). 214

2) Stance Detection for Sub-topics: Obtain the 215

stances expressed in the discourses within A 216

regarding each sub-topic in Tms . 217

3) Determining Stance on Macro Topic: De- 218

termine the stance on tm through aggregation 219

analysis of the stances of all sub-topics in Tms . 220

3.1 Sub-topics Extraction for a Macro Topic 221

The task of extracting associated sub-topics for a 222

given macro topic from a corpus resembles the ef- 223

fort involved in aspect/feature mining within the do- 224

main of product opinion mining and aspect-based 225

sentiment analysis (Wang et al., 2019). Given our 226

focus on analyzing an extensive collection of texts, 227

we opted for the technique of corpus-level aspect 228

mining, often facilitated by topic model-based ap- 229

proaches, such as LDA (Brody and Elhadad, 2010). 230

Given the prevalent use of brief textual forms, 231

such as tweets, for expressing stances on specific 232

topics, insights are drawn from the concept of Sen- 233

tence Latent Dirichlet Allocation (SLDA) (Balikas 234

et al., 2016; Büschken and Allenby, 2016) and 235

an approach termed Discourse-based LDA (Disc- 236

LDA) is proposed in this paper to ascertain the 237

topic distribution of short articles or discourses, 238
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thereby facilitating the generation of a sub-topic239

list from the corpus. A discourse can take various240

forms, such as a tweet or a paragraph in an arti-241

cle. Disc-LDA incorporates the assumption that all242

words within a discourse originate from a singular243

topic, aligning well with empirical data patterns,244

especially in online social networks.245

Algm. 1: Text Generation with Disc-LDA.

1 � Topic Plate:
2 for every topic t ∈ [1, T] do
3 Draw a word distribution for t:

φt ∼ Dirichlet(β)
4 end
5 � Document Plate:
6 for every document d ∈ [1, D] do
7 Draw a topic distribution for d:

θd ∼ Dirichlet(α);
8 Sample a discourse number for d:

Rd ∼ Poisson(ξdoc);
9 � Discourse Plate:

10 for every discourse r ∈ [1, Rd] do
11 Sample a word number for r:

Wd,r ∼ Poisson(ξdisc);
12 Sample a topic for r:

td,r ∼Multinomial(θd);
13 � Word Plate:
14 for w ∈ [1, Wd,r] do
15 Sample a word for w:

word ∼Multinomial(φtd,r);
16 end
17 end
18 end

Suppose the corpus D = {d1, d2, ..., dD}, from246

which the sub-topics of tm are extracted. Each di,247

i ∈ [1, D], is a document that represents a collec-248

tion of discourses from an individual. The genera-249

tive process with Disc-LDA proceeds through the250

steps demonstrated in Algorithm 1. The meanings251

of some notations are elucidated in Table 1.252

In contrast to traditional LDAs (Blei et al., 2003),253

Disc-LDA incorporates an additional component254

called “Discourse Plate”, dedicated to generating a255

unified topic for each discourse. We assume sym-256

mertric Dirichlet priors, i.e., the values of α and257

β remain consistent across all documents and top-258

ics, and they are model hyper-parameters. ξdoc and259

ξdisc are statistical values that can be acquired from260

D. Different values of T can be tested experimen-261

tally to determine the optimal settings, and finally262

Nota. Meaning
D Number of documents in the corpus D
T Number of topics within D
Rd Number of discourses in document d
V Size of the word vocabulary
φ Distribution over words for a topic
θ Distribution over topics for a document
α Dirichlet prior for θ
β Dirichlet prior for φ
ξdoc Parameter of Poisson distribution for

the number of discourses in a document
ξdisc Parameter of Poisson distribution for

the number of words in a discourse
tr The topic of discourse r
~t¬r The topic assignments for all

discourses except discourse r
~wd The word sequence of document d
C¬r
k Number of discourses assigned

topic k in document d excluding r
F¬r
v,k Frequency of the word v assigned the

topic k in discourses excluding r
Nr Total number of words in discourse r
Nr,v Number of occurrences of word v in r

Table 1: Meaning of Notations in Disc-LDA.

T sub-topics are generated for tm, forming the set 263

Tms = {tms1 , t
m
s2 , ..., t

m
sT
}, where each sub-topic tmsi 264

is associated with a set of topic-related words 265

TW (tmsi ) = {w
m,si
1 , wm,si2 , ...}. 266

For inference, the topic distribution for a docu- 267

ment d is calculated using collapsed Gibbs sam- 268

pling and approximated by the full conditional 269

p(~tr| ~t¬r, ~w) (Heinrich, 2005) as follows: 270

p(tr = k|~t¬r, ~wd) ∝ C¬r
k + α∑T

t′=1(C¬r
t′ + α)

× 271

Γ(
V∑

v=1

(F¬r
v,k + β))

Γ(Nr +
V∑

v=1

(F¬r
v,k + β))

×
V∏

v=1

Γ(F¬r
v,k + β +Nr,v)

Γ(F¬r
v,k + β)

(1) 272

273

p(tr = k|~t¬r, ~wd) is the conditional probability 274

that the topic of r is k, given the complete set 275

of words and topics for all discourses except r. 276

The initial derivation of Equation (1) is detailed in 277

(Balikas et al., 2016) and Section 5.5 of (Heinrich, 278

2005). Our primary contribution is the extension 279

of sentence-based topic sampling (Balikas et al., 280

2016) to discourse-based topic sampling. 281
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3.2 Stance Detection for Sub-topics282

The problem of stance detection for sub-topics can283

be formally described as follows: given a docu-284

ment A = {r1, ..., rR}, where ri, i ∈ [1, R], is a285

discourse, the stance expressed in A towards each286

sub-topic in Tms is determined based on stance anal-287

ysis of discourses within A. The specific steps288

involved in the process are:289

1) Topic Identification for Discourse: Identify290

the topic tr, tr ∈ Tms , for each discourse r291

within A;292

2) Stance Determination for Discourse: Deter-293

mine the stance for tr expressed in r;294

3) Stance Detection for Document: Identify the295

stance expressed in A for each topic in Tms .296

Before proceeding with the above steps, it is297

necessary to provide an explicit representation for298

each sub-topic in Tms , as detailed in Section 3.2.1.299

3.2.1 Explicit Representation of Sub-topics300

The sub-topics derived from Disc-LDA, repre-301

sented by sets of topic-related words TW (tmsi ) =302

{wm,si1 , wm,si2 , ...}, are hidden variables (Balikas303

et al., 2016). Providing explicit representations of304

these sub-topics is crucial for subsequent stance305

analysis. Previous work has involved represent-306

ing emerging sub-topics based on existing topics,307

but due to the diversity and openness of explored308

sub-topics, existing training data is often insuffi-309

cient (Allaway and McKeown, 2020). To address310

this limitation, a prompt learning-based approach311

is proposed to generate explicit representations for312

sub-topics based on topic-related words lists, lever-313

aging the capabilities of generative LLMs in sum-314

marization and expression. The main part of the315

prompt template for instructing LLMs to generate316

the explicit representation of tmsi is as follows:317

Create a contentious statement based on the318

words in the set: {wm,si1 , wm,si2 , ...}. These words319

are ordered by diminishing importance and origi-320

nate from a variety of documents that all relate to321

a certain controversial topic... Present the result in322

the format: {Statement}...323

In the above template, {wm,si1 , wm,si2 , ...} is the324

list of topic-related words of tmsi , which should be325

instantiated based on different topics in practice.326

The complete template and examples of the gen-327

erated explicit representation are provided in Ap-328

pendix A. Given the potentially large number of329

sub-topics, employing LLMs for automatic sum- 330

marization of representations of sub-topics is nec- 331

essary for efficiency. 332

The representation generated for tmsi is referred 333

to as the title of tmsi , denoted as Title(tmsi ). Title(tmsi ) 334

provides a clear expression of a viewpoint or asser- 335

tion (e.g., “Equal pay for equal work”), as empha- 336

sized in the complete template (refer to Appendix 337

A). However, due to the inherent randomness in 338

LLMs-generated results, slight modifications may 339

be necessary to obtain the final value of Title(tmsi ). 340

A formal description is as follows: 341

T itle(tmsi) = ER_LLM(wm,si
1 , wm,si

2 ...) (2) 342

343

ER_LLM is a function of LLMs-based explicit 344

representation generation. The specific LLMs 345

model in ER_LLM can be GPT (Brown et al., 2020) 346

and PaLM (Chowdhery et al., 2023), etc. 347

3.2.2 Stance Detection for Discourse 348

This section presents the steps of Topic Identifica- 349

tion for Discourse and Stance Determination for 350

Discourse. 351

The explored sub-topics in Tms often lack suffi- 352

cient training data for stance detection. Existing 353

strategies, such as zero-shot stance detection (Liang 354

et al., 2022), aim to utilize existing training data 355

for stance detection of emerging topics. However, 356

the diversity and openness of explored sub-topics 357

pose challenges for stance detection with limited 358

training data. This section presents an LLMs-based 359

approach for determining discourse stance toward 360

specific sub-topics. 361

Firstly, the top λ candidate topics for a dis- 362

course r, denoted as {tr1, ..., trλ}, are obtained 363

based on Equation (1) and ranked in descending or- 364

der of scores. λ is a model hyperparameter. LLMs 365

is employed to re-evaluate the candidate topics and 366

select the optimal one. The prompt template for 367

stance judgment on r for tri is as follows: 368

Assess the relevance of the given statement to the 369

topic {Title(tri)}. If not relevant, output ‘NA’. Oth- 370

erwise, determine its stance on {Title(tri)}, choos- 371

ing from {1. Support, 2. Oppose, 3. Neutral}. The 372

statement is: {r}. 373

The above process can be formalized as follows: 374

Stance(r, tri) = SD_LLM(r, tri) (3) 375

376
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SD_LLM is a function of LLMs-based stance377

detection. Stance(r, tri) can be ‘NA’ (if tri not378

discussed in r), ‘Support’, ‘Oppose’, or ‘Neutral’.379

The process of determining the final topic tr, and380

the stance towards tr, for a discourse r, is shown381

in Algorithm 2.382

Algorithm 2: Discourse Stance Detection
Input :Discourse r,

Candidate Topics {tr1, ..., trλ}
Output :Topic of r: tr,

Stance toward tr: Stance(r, tr)
1 tr ← ‘None’;
2 Stance(r, tr)← ‘NA’;
3 for topic tri in {tr1, ..., trλ} do
4 Stance(r, tri)← SD_LLM(r, tri);
5 if Stance(r, tri) is not ‘NA’ then
6 tr ← tri;
7 Stance(r, tr)← Stance(r, tri);
8 Terminate;
9 end

10 end

According to Algorithm 2, topics in the set383

{tr1, ..., trλ} are sequentially assessed, and the first384

topic that yields a non-‘NA’ result is set to the topic385

of r. If none of the topics are discussed in r, tr is386

set to ‘None’. An alternative approach is to have387

LLMs evaluate all candidate topics at once and388

then select the topic from the results. In this case,389

the principle of topic selection is consistent with390

Algorithm 2.391

3.2.3 Stance Detection for Document392

For each discourse rj in A = {r1, ..., rR}, trj393

and Stance(rj , trj ) are determined based on Al-394

gorithm 2. As different discourses may express395

varying stances toward the same topic, the stance396

of A toward ti is derived using a voting mechanism397

to select the majority value (excluding ‘NA’).398

Stance(A, ti) =399

Majority¬NA{Stance′(r1, ti), ..., Stance′(rR, ti)} (4)400

401

Stance′(rj , ti)=Stance(rj , trj ) if ti = trj , and402

Stance′(rj , ti) is ‘NA’ otherwise. Majority¬NA403

is a function that identifies the value with the most404

occurrences in a set, excluding instances of ‘NA’.405

3.3 Determining Stance on the Macro Topic 406

After determining the stance toward each sub-topic, 407

an SVM model is employed to identify the over- 408

all stance for the macro topic. Following AlDayel 409

and Magdy, 2021, where neutrality is not consid- 410

ered, macro topic stance detection is treated as a 411

binary classification task, yielding ‘Pro’ or ‘Con’ 412

stances. The SVM model is chosen for its suitabil- 413

ity in small sample learning, a significant advantage 414

given the challenges in acquiring extensive train- 415

ing data. Moreover, the SVM’s reliance on only 416

a few support vectors is beneficial for identifying 417

essential sub-topics while discarding less relevant 418

ones, contributing to interpretability of macro topic 419

stance detection. Formally, stance detection for the 420

macro topic tm is described as: 421

Stance(A, tm) = Stance(A, Tm
s ) = 422

SVM_CLF{Stance(A, tms1), ..., Stance(A, tmsT )} (5) 423

424

SVM_CLF is an SVM-based stance classifier. 425

Training data for the classifier should be collected 426

in advance, as detailed in Section 4.1. 427

4 Experimental Setup 428

The section introduces the experimental setup for 429

macro topic stance analysis on the political left- 430

right division problem (“Political Leaning”). 431

4.1 Experimental Datasets 432

The experimental data comprises tweets from indi- 433

viduals with distinct left/right inclinations, sourced 434

from voteview1, including 1,178 Twitter accounts 435

of political figures supporting either the Republi- 436

can or Democratic party. A dataset of 5.41 million 437

tweets from these accounts was collected following 438

the method outlined in AlDayel and Magdy, 2021, 439

and it was used for sub-topic analysis, referred to as 440

“Corpus D”. All tweets from an individual account 441

form a document (referred to as “Document A”), 442

and each tweet serves as a discourse for Disc-LDA. 443

A subset of 842 Twitter accounts and their as- 444

sociated 4.12 million tweets serves as the training 445

and test data for SVM_CLF. These accounts were 446

selected as they encompass at least 60% of the ex- 447

tracted sub-topics for “Political Leaning” and are 448

evenly distributed between Republican and Demo- 449

cratic support. 75% of these accounts were as- 450

signed as training data, and the remaining 25% as 451

test samples. 452

1https://github.com/voteview/tag_twitter
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4.2 Comparison Models453

The comparison methods are introduced below:454

• BERT-CLS, a BERT-based classifier, utilizes455

the same experiment data as SVM_CLF. Due456

to BERT’s limited input capacity, the model457

input for an individual account comprises ran-458

domly selected tweets with diverse sub-topics.459

• LLM-Prompt, a designed zero-shot prompt460

for directly querying LLMs for stance results,461

follows the same experimental data and model462

input selection as BERT-CLS.463

Ablation studies were conducted as follows:464

• Subtopic-manual, a variant of STS4MTS ex-465

cluding the step “Sub-topic Extraction”, man-466

ually selects sub-topics for the macro topic.467

• LDA-based, a variant of STS4MTS, applies468

traditional LDA instead of Disc-LDA.469

• ERST-less, a variant of STS4MTS, utilizes470

the topic-related words for sub-topic represen-471

tation instead of ‘ER_LLM’.472

• STS-ZSSD, a variant of STS4MTS, applies473

the zero-shot stance detection model (Allaway474

and McKeown, 2020) for sub-topic stance de-475

tection instead of ‘SD_LLM’.476

In addition, different values of λ were tested,477

where λ = 1 indicates the exclusion of re-478

evaluating candidate topics using LLMs.479

4.3 Implementation Details480

In Disc-LDA, experimentation with different num-481

bers of sub-topics (i.e., the value of T ) revealed482

that utilizing 112 sub-topics for “Political Leaning”483

resulted in optimal average topic coherence across484

all topics. The values of α and β were set to 0.1 and485

0.001, respectively. Disc-LDA based “Sub-topic486

Extraction” ran for 2 hours on a 24GB NVIDIA487

GeForce RTX 3090 GPU server, iterated 50 times488

to optimize sub-topics selection.489

The specific LLMs used in all experiments was490

GPT 4.0 (Achiam et al., 2023), accessed through491

APIs. The BERT model employed was the pre-492

trained uncased BERT-base (Devlin et al., 2019).493

The learning rate was set to 3e-5, and the Adam494

optimizer was used with a mini-batch size of 16.495

For SVM_CLF, a radial basis function (RBF)496

kernel was selected due to the moderate sample497

Model Pro Con All
BERT-CLS 52.5% 55.3% 53.9%

LLM-Prompt 47.9% 49.4% 48.6%
Subtopic-manual 47.4% 46.9% 47.2%

LDA-based 53.5% 55.1% 54.3%
ERST-less 55.7% 56.4% 56.6%
STS-ZSSD 54.4% 53.8% 54.1%

STS4MTS
λ=1 59.1% 60.7% 59.9%
λ=3 63.2% 63.8% 63.5%
λ=5 63.5%* 64.3%* 63.9%*

Table 2: Performance of stance detection for macro
topic “Political Leaning” of different models.

size and relatively small feature dimension (i.e., 498

the number of sub-topics). Hyperparameter opti- 499

mization was performed using grid search to se- 500

lect regularization and penalty coefficients within 501

a predefined range, enabling the SVM model to 502

autonomously identify optimal hyperparameters. 503

Following Allaway and McKeown, 2020, the 504

Macro-averaged F1 metric for each label was uti- 505

lized to evaluate the performance of each model. 506

4.4 Main Results 507

Table 2 presents the outcomes of different models 508

for stance detection towards “Political Leaning”. 509

Examples of extracted sub-topics and correspond- 510

ing topic-related words are provided in Appendix 511

A. Based on analysis of the experimental results, 512

the following conclusions can be drawn: 513

1) BERT-CLS and LLM-Prompt exhibited sub- 514

optimal performance, mainly attributed to 515

their limited inputs and the abstract and im- 516

plicit nature of the targets, while STS4MTS 517

maximizes the utilization of comprehensive 518

information from various sub-topics. 519

2) BERT-CLS outperforms LLM-Prompt as it 520

acquires knowledge of the macro topic from 521

training samples, whereas LLM-Prompt 522

lacks such understanding. This highlights the 523

rationale behind STS4MTS for mining sub- 524

topics of macro topics. 525

4.5 Ablation Analysis 526

Analysis of the model components is as follows: 527

1) Impact of sub-topics extraction methods. The 528

result of Subtopic-manual indicates that man- 529

ual sub-topic selection inadequately captures 530

the breadth of a macro topic due to its large 531
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number of associated sub-topics. In contrast,532

STS4MTS employs statistical analysis for au-533

tomated sub-topic selection, improving accu-534

racy and efficiency. The result of LDA-based535

demonstrates inferior performance compared536

to the Disc-LDA-based approach, attributed to537

less precise extraction of subject words, con-538

sistent with findings in (Jo and Oh, 2011).539

2) Impact of explicit representation of sub-topics.540

The result of ERST-less indicates that using541

topic-related words to represent sub-topics542

may hinder accurate comprehension due to543

noise interference. In contrast, STS4MTS cre-544

ates an explicit representation that enhances545

sub-topic understanding and utilization.546

3) Impact of sub-topic stance detection methods.547

The result of STS-ZSSD suggests that rep-548

resenting new topics based on existing ones549

cannot provide accurate representation of sub-550

topics due to limited training data. LLMs551

demonstrate significant advantages in the task552

of zero-shot stance detection.553

4) Impact of λ. Expanding the pool of candi-554

date topics and conducting re-evaluation using555

LLMs can effectively mitigate computational556

errors of Equation (1).557

4.6 Unsupervised Application of STS4MTS558

The training data limitation may constrain the appli-559

cation of STS4MTS, while the unsupervised nature560

of sub-topic extraction and stance detection high-561

lights their inherent value. This section illustrates562

an application of sub-topic stance detection using563

the macro topic “Economic Expectation” as an ex-564

ample. From an online forum2, 10,120 economic565

review articles were obtained and analyzed, and566

sub-topics related to “Economic Expectation” were567

extracted and the stance for each sub-topic was568

detected. The average positive stance per month569

constitutes the Economist Confidence Index, which570

was subjected to correlation analysis with the offi-571

cial Economist Confidence Index.572

Table 3 demonstrates that the computed confi-573

dence index exhibits a notably high correlation574

with the official index. Sub-topic ‘Output’ demon-575

strates a stronger correlation compared to Sub-topic576

‘Risk’, suggesting avenues for macroeconomic anal-577

ysis and revealing factors closely linked to eco-578

nomic indicators and growth trends.579

2http://www.chinacef.cn/index.php/index/articlemore

IndexOffi CurOffi ExpOffi
STS4MTS 0.64 0.67 0.37
Price 0.4 0.56 0.12
Output 0.69* 0.75* 0.39
Finance 0.42 0.55 0.15
Risk 0.3 0.44 0.07
International 0.51 0.53 0.29
Policy 0.6 0.52 0.42*

Table 3: Correlation analysis of “Economic Expectation”
confidence index variables. ‘IndexOffi’ represents the
official quarterly index, ‘CurOffi’ represents the official
current prosperity index, ‘ExpOffi’ represents the offi-
cial expected prosperity index. The last six items (starts
from ‘Price’) represent the confidence indices of the
sub-topics of “Economic Expectation”. The numbers in
the table represent Pearson correlation coefficients.

4.7 Interpretability Analysis 580

STS4MTS provides explanatory insights into 581

macro topic stance judgments by examining the 582

magnitudes of coefficients, which indicate the sig- 583

nificance of sub-topics within the macro topic. 584

SVM coefficients allow for the identification of pri- 585

mary classification features, aiding in the removal 586

of less crucial elements with lower variance. 587

Appendix A presents five influential and repre- 588

sentative sub-topics and their topic-related words 589

for the “Political Leaning” macro topic. These piv- 590

otal topics significantly shape individuals’ political 591

inclinations and facilitate a comprehensive analysis 592

of relevant subjects within the macro topic. 593

5 Conclusions 594

This paper proposes a strategy for analyzing the 595

stance of macro-level topics, often implicit in texts 596

but conveyed through relevant sub-topics. By ex- 597

tracting sub-topics and identifying stances towards 598

them in text, a more accurate determination of 599

macro topic stances is achieved. Moreover, inter- 600

preting macro topic stances can be enhanced by 601

analyzing the influence of sub-topics. Leveraging 602

stance identification on sub-topics extends stance 603

analysis to macro topics using unsupervised meth- 604

ods, broadening its applicability. 605

Future research should prioritize the construc- 606

tion of higher-quality, larger-scale evaluation 607

datasets, and the development of more effective 608

evaluation methodologies for macro topic stance 609

detection. Moreover, exploring additional cate- 610

gories and domains of macro topics holds promise 611

for future investigations. 612
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Limitations613

Firstly, our proposed method relies on a substan-614

tial dataset for conducting sub-topic analysis of615

macro topics. Given the diversity of macro topics,616

there are currently no standardized criteria for the617

requisite sub-topic analysis data. In STS4MTS,618

following the SVM_CLF analysis, essential sub-619

topics for analyzing macro topic stances can be620

identified. Therefore, in future research, we aim to621

employ an iterative analysis approach: initially an-622

alyzing a limited dataset to eliminate less relevant623

sub-topics, followed by a gradual refinement pro-624

cess to remove increasingly irrelevant sub-topics.625

This iterative method aims to optimize data collec-626

tion and computation.627

Secondly, when evaluating an individual’s stance628

on macro topics, their stances on various key sub-629

topics are necessary but often unavailable in prac-630

tice. In such cases, an alternative approach involves631

conducting a questionnaire survey to determine the632

individual’s stances on the relevant sub-topics.633

Ethical Statement634

The data utilized in our experiments, primarily con-635

sisting of tweets and review articles, was legally ac-636

quired from public websites and strictly employed637

for research purposes only. Additionally, we took638

measures to anonymize the data by removing any639

identifying information. ChatGPT was employed640

to aid in refining the rhetoric of certain sentences641

in the paper; however, it did not contribute to the642

generation of any content.643

One potential risk associated with our approach644

is the inadvertent disclosure of an individual’s645

stance on a macro topic, which they may prefer646

not to explicitly express. However, in practical647

applications, our methodology primarily involves648

analyzing the evolution of public stances regard-649

ing macro topics, where personal information is650

concealed. Therefore, there is minimal risk of ex-651

posing personal viewpoints.652
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Top 25 Topic-related Words
of a Sub-topic

Prompt Template for
Explicit Representation

Generation

Generated Explicit
Representation (‘Title’)

bill, gun, reform, violence, law,
senate, congress, mass, combat,
bipartisan, legislation, authority,
gun_violence, protection, ban,

accountability, domestic, crime,
reduce, safety, criminal, abuse,

amendment, vulnerable, epidemic

Create a contentious
statement based on the

words in the set:
{wm,si1 , wm,si2 , ...}.

These words are
ordered by diminishing

importance and originate
from a variety of docu-
ments that all relate to a

certain controversial topic.
Craft the statement in no

more than 6 words,
expressing a clear view-

point or assertion, enabling
people to clearly state

their support or opposition.
Present the result in the
format: {Statement}.

Provide a brief explanation
of the statement

in 30 words.

Title: “Ban guns to curb
domestic abuse”.

Explanation: This statement
suggests that prohibiting firearms

would decrease incidents of
domestic abuse and violence,

assuming gun access contributes
to the prevalence of such incidents.

right, woman, fight, freedom,
justice, human, voice, abortion,
equality, constitution, liberty,
discrimination, voting_right,

human_right, reproductive, lgbtq,
diversity, birth, gender, body,

injustice, equity, deserved,
protection_act, religious

Title: “Abortion bans violate
women’s reproductive rights”.
Explanation: This statement
encapsulates the belief that

women should have autonomy
over their reproductive

choices, including the right
to have an abortion.

health, care, plan, child, patient,
obamacare, healthcare, coverage,

medicare, quality, treatment,
hospital, medicaid, low_income,
option, public_health, income,

poverty, tax_credit, high_quality,
affordable_care, clinic, us_fda,

child_care, health_coverage

Title: “Obamacare fails to
ensure high-quality healthcare.”

Explanation: The statement criti-
ques the Affordable Care Act
(Obamacare), suggesting it

does not succeed in providing
high-quality healthcare to

all, especially those in need.
debt, college, force, student,
problem, term, civil, loan,
university, student_loan,

long_term, graduating, overdue,
pledge, affair, long_overdue,

obligation, graduate, empower,
degree, student_debt, short_term,

borrower, grade, talented

Title: “Forgive student loans,
empower graduates now.”

Explanation: This statement
asserts that canceling student
debt would enable graduates

to achieve their potential
without the burden of financial
obligations hanging over them.

energy, infrastructure, change,
climate, water, research, clean,

investment, environment, green,
climate_change, awareness,

environmental, natural, electric,
affect, air, clean_energy, pollution,
21st_century, future_generation,

funding, climate_crisis,
scientist, infrastructure_investment

Title: “Clean energy investment
mitigates climate crisis.”

Explanation: This statement posits
that investing in clean energy

is a crucial solution
for addressing the climate
crisis, implying a need for

action and funding priorities.

Table 4: Five influential and representative sub-topics for the “Political Leaning” macro topic. The first column lists
the top 25 associated topic-related words for each sub-topic generated by Disc-LDA. The second column shows
the complete prompt template used for generating the explicit representation (i.e., ‘title’) of these sub-topics. The
third column displays the generated explicit representation (‘title’) of the sub-topics, along with the corresponding
explanations provided by the GPT model.
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