Table_R 1: Performance (%) of combining with different SOTA
pre-trained visual-language models on VG dataset. CLS* denotes
the model uses class-based prompts to compute the training-free
zero-shot similarity between the image and text.
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Backbone Method

Triplet-level Category-level Training-free R@20 R@50 R@100 mR@20 mR@50 mR@100
Zero-shot VRD Zero-shot VRD Zero-shot VRD (Ours) Baseline(CLS*) 8.2 15.1 215 79 164 224
; MS-CLIP [1 *
Fig._R 1: [llustration of different zero-shot settings. O*"**™ (O"**"), '] RECQDE . 92 173 247 83 154 226
Rt'rain (Rtest), and 7—tra’in (7’756875) represent the set of object cate- Basehne(CLS ) 11.0 18.3 244 11.0 19.0 27.1

gories, relation categories, and triplet categories during the train- DECLIP [2] RECODE* 114 19.3 259 105 195 27.8
ing (test) stage, respectively.

Table R 2: Comparison with SOTA VRD methods on the VG
Subject Description: dataset. Note that none of these methods can be applied in the
L oot training-free zero-shot setting.

* laying flat on their
stomach or back

 in a lying position No Unseen Training Predicate Classiﬁcation
"« with a flat surface Model Training Relation Data Source ~ zR@20zR@50 zR@100

« at the same level as the Motifs [2] X X VG 89 15.2 18.5
subject’s body

Subject Description:

* with the human body
* with arms

* in a sitting position

person-:

* with body of human

* with a surface or seat that
something is resting on

* with armrests

Spatial Description: Spatial Description: COACHER [4] X X VGé& ConceptNet 28.2 34.1 37.2

* square subject above - * square subject on top of = -
Grou.nd-truthA: L[sing horizontal object with a Grou.thruth:‘standing on yorizontal object with a DPL [3] X X VG 6.0 7.7 9.3
Prediction: SEGME SN smalldistance Prediction: VINEON mid to large distance CaCao [6] X v/ VG&CC3M&COCO 172 213 23.1
v v - 82 161 232

Fig. R 2: Failure cases analysis on VG dataset. The descriptions ~RECODE
of prediction errors for each category are provided on the right.

Table_R 3: Ablation studies on the HICO-DET and VCOCO

B Full [ Rare I Non-Rare datasets.
334 = HICO-DET VCOCO
33.2 Cue Spatial Weight Full Rare Non-Rare Scenariol Scenario?2
33 309 30.7 31.0 255 28.6
32.8 v 325 330 322 25.8 28.9
326 — v o/ 326 330 324 25.7 28.8

324 E v v 327 331 325 259 290
32.2 7 v 327 332 325 26.0 29.0

32

Fig. R 3: The error bar of HICO-DET. It comes from the results 1aple-R 4: Comparison with or without CoT on the VG dataset.
obtained by generating descriptions through five invocations of
the LLM. CoT

Predicate Classification

R@20 R@50 R@100 mR@20 mR@50 mR@100
X 9.5 17.3 24.6 10.2 18.0 25.6
v 10.6  18.3 25.0 10.7 18.7 27.8

Table_R 5: Analysis of key components on the VG dataset. Time
(ms) represents the computation time of each triplet. The (-) rep-
resents the time when spatial component is retrieved offline.

Predicate Classification
Cue Spatial Weight R@20 R@50 R@100 mR@20 mR@50 mR@100 Time (ms)
72 109 132 94 140 176 46.7
74 123 16,6 9.0 140 195 61.2
v 9.1 134 174 9.3 15.0 203 74.2(61.2)
vV 79 134 177 93 147 205 61.2
vV V' 97149 193 102 164 227 742(61.2)
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