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Fig. R 1: Illustration of different zero-shot settings. Otrain (Otest),
Rtrain (Rtest), and T train (T test) represent the set of object cate-
gories, relation categories, and triplet categories during the train-
ing (test) stage, respectively.

Groundtruth: using
Prediction: sitting on

Subject Description:
• with the human body
• with arms
• in a sitting position
Object Description:
• with body of human
• with a surface or seat that 
something is resting on
• with armrests
Spatial Description:
• square subject above 
horizontal object with a 
small distance

Groundtruth: standing on
Prediction: lying on

Subject Description:
• with torso and limbs
• laying flat on their 
stomach or back
• in a lying position
Object Description:
• with a flat surface
• at the same level as the 
subject’s body
Spatial Description:
• square subject on top of 
horizontal object with a 
mid to large distance

girl-toilet person-snow

Fig. R 2: Failure cases analysis on VG dataset. The descriptions
of prediction errors for each category are provided on the right.

Fig. R 3: The error bar of HICO-DET. It comes from the results
obtained by generating descriptions through five invocations of
the LLM.

C(eat at, sit at)

C(ride, straddle)

C(catch, throw)

C(jump, standing on)

C(eat at, hold)

C(ride, sitting on)

C(cook, make)

Fig. R 4: The confusion matrix on the HICO-DET dataset.
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