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1. Introduction
The vast amount of scientific knowledge stored

in textual format, such as scientific papers, patents,
and technical reports, creates a tremendous oppor-
tunity to develop and build information extraction
tools to enable faster discovery, synthesis, and de-
ployment into a wide variety of applications.
In this paper, we look into event extraction, a

sophisticated type of information extraction, which
is needed for knowledge discovery, but the state of
art performances are far from satisfactory. In par-
ticular, we focus on event extraction from mate-
rial science papers which lacks corresponding stud-
ies. We extend our hybrid deep learning model
to material science event extraction, which equips
syntactic information embedded in Large language
models (LLMs) through its dependency tree-based
residual connections for effective and efficient re-
inforcement. Our reinforcement units do not rely
on external linguistic tools or domain-specific an-
notations, which are expensive to obtain. Experi-
mental results demonstrate that our hybrid model
achieves new state-of-the-art performance on the
SC-CoMIcs benchmark dataset, establishing a high-
performance baseline in the field.
We also evaluate the generative approach through

a LLM model. While there remains a performance
gap between the generative approach and our hy-
bridmodel, thework leads to the future explorations
on the generative approach with even larger LLMs
as well as the potential integration with the merits
of both generative approaches and the hybrid deter-
ministicmodel besides incorporating syntactic rein-
forcement into generative models. Besides, we also
plan to extend our work to other material science
event extraction tasks to support the experiment au-
tomation and knowledge discoveries in general, as
well as other science disciplines, such as biology and
climate.

2. RelatedWork
2.1 Material Science Information Extraction
Despite the vast potential of NLP in material sci-

ence, limited work has been done on event extrac-
tion in this domain. Early material science infor-
mation extraction (IE) systems primarily focused on
named entity recognition (NER) and relation extrac-
tion [1]. The first event extraction dataset for mate-
rial science is SC-CoMIcs, which specifically focuses
on doping events in superconductivity [2]. Our work
is the first to introduce a syntactic tree-enhanced

transformer model for event extraction in material
science, setting anewhigh-performancebaseline on
SC-CoMIcs.

2.2 Event Extraction with Neural Architectures
Event extraction (EE), which aims to detect and

classify events and related argument mentions, is a
crucial task in information extraction. It is also a
challenging component in developing scientific in-
formatics applications. Traditional approaches re-
lied on rule-based methods and feature engineering
[3, 4]. Recent advances in deep learning have signif-
icantly improved performances. SciERC is a widely
used benchmark dataset for scientific entity and re-
lation extraction [5]. For biomedical domain, state-
of-the-art approaches such as [6] use discriminative
deep learning models based on transformers. Event
extraction, which requires capturing complex rela-
tionships beyond entity-relation pairs, has remained
underexplored in material science.
While syntactic information is important for

event extraction, incorporating it has been a long-
standing challenge in EE. Previous works have ex-
plored various methods, including Graph Convolu-
tional Networks [7] and Graph Attention Networks
[8] for syntax-aware NLP tasks. In biomedical EE,
tree-based syntactic structures havebeenused to im-
prove performance [9]. We extend our hybrid rein-
forcement mechanism to EE from material science
text, integrating syntactic dependencies into LLMs,
without relying on external parsers while ensuring
effectiveness and efficiency [10].

2.3 Large Language Models for Scientific NLP
Pre-trained large languagemodels (PLMs) such as

BERT [11], and RoBERTa [12], and domain-specific
models like SciBERT [13] and MatBERT [14] have
demonstrated effectiveness in scientific text under-
standing. Recently, generative models such as GPT-
4 [15] and instruction-tunedmodels like InstructGPT
[16] have been explored for knowledge extraction
tasks. While generative approaches offer flexibil-
ity, they often lack the structured precision required
for event extraction [17]. Our study compares the
hybrid approach with generative models, showing
that while LLMs alone do not yet surpass structured
extraction methods, integrating them with syntac-
tic reinforcement may potentially improve perfor-
mance further besides model level integration as
well as the evaluation of larger LLMs.
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3. Task Formulation
Following Yamaguchi et al. [2], we formally de-

fine the task as: Given input text S and a set of pre-
defined trigger and argument types, which consists
of a set of words w = {w1, w2, ..., wn}, the model
extracts all the event mentions by detecting spans
{wi} that are event triggers and arguments and clas-
sifying them into respective types {yi}. For exam-
ple, in the sentence "Pb doping at the Bi site in
Bi2Sr2CaCu2O8 increases Tn (a key superconducting
property of interest).", the output is expected to be
a Doping event in which trigger-Doping=“doping”,
argument-Dopant=“Pb”, argument-Site=“Bi”.

4. Our Methods
We extend our work [10] and adopt the PLM-

model architecture with Soft Syntactic Reinforce-
ment (SSR) mechanism. As shown in Fig. 1, we en-
code abstracts in segment with a PLM. As shown in
Fig. 1 and 2, we use a dependency dataset to train
an SSR component that learns to reconstruct depen-
dency parse trees, and then use the syntax-sensitive
transformationmatrices to build amodified residual
connection before feeding to a conditional random
field (CRF)-based classifier.
In addition, we test out a generative EE model

from the latest benchmark evaluation [18].

Fig. 1: Overall architecture of our proposed model.

5. Experiments
5.1 Experimental Setup
Dataset. We use the SC-CoMIcs dataset [2], which
collects 1000 ScienceDirect research abstracts re-
lated to superconductivity and provides 2778 doping
event annotations.1

Baselines. We consider the DYGIE++ model [19],
which is the baseline used in the dataset paper [2],
and the state-of-the-art discriminative and genera-
tive event extraction models from the latest bench-
mark evaluation [18], which are denoted asD-LMand

1The original dataset paper reported joint information extrac-
tion performance, but since NE and relation annotations are ex-
pensive and not always available for material science applica-
tions, we use the single task setting for event extraction evalua-
tion.

Fig. 2: Detailed illustration of our proposed Soft Syn-
tactic Reinforcement (SSR) mechanism.

G-LM in Table 1, respectively.

Evaluation metrics. We use precision (P), recall
(R), and F1 as evaluation metrics. For other details,
we follow the benchmark evaluation [18].

5.2 Experimental Results
Table 1 shows that our SREmodel outperforms all

other models compared. We also observe that there
is a significant performance gap between the gen-
erative approach (G-LM) and the discriminative ap-
proach (Baseline, D-LM and SRE).

Table 1: Performance results on the SC-CoMICs
dataset. The best results are highlighted in bold.

Tasks Model P R F1

Trigger Baseline 86.9 98.4 92.3
Extraction D-LM 92.0 99.5 95.6

G-LM 86.6 90.9 88.7
SRE (ours) 95.2 98.4 96.8

Argument Baseline 79.2 54.1 64.3
Extraction D-LM 88.7 76.1 81.9

G-LM 38.6 43.2 40.8
SRE (ours) 89.0 81.3 84.9

6. Future Directions in Hybrid Approaches
Hybrid models that combine structured extrac-

tion with LLMs have been gaining attention. Recent
work has explored methods integrating rule-based
methods with GPT-based approach for legal infor-
mation extraction [20]. In futurework, we plan to ex-
plore hybrid frameworks that combine the strengths
of generative models with syntactic reinforcement,
aiming for further improvements in material sci-
ence EE besides the incorporation of larger LLMs.
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Appendix A. Base Language Models of the Com-
paredModels

In our experiments, our Syntactic Reinforced model
for Event extraction (SRE), baseline DYGIE++ and D-
LM are finetuned based on RoBERTa-large, while G-
LM is finetuned based on BART-large.
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