A Properties of dissipative functions

In this section, we will briefly discuss some properties of the dissipativity assumption. Since the paper
by Raginsky et al. [23]], this assumption has seen frequent use in convergence analyses of SGLD in
non-convex settings [S, 32, 31]. The primary motive for this assumption is that it guarantees that the
Langevin equation has bounded moments — we recall this fact in the following lemma.

Lemma A.1. Suppose AssumptionsW.1|andW.2\hold and ju is a probability measure on R?, then for
any B C [n],

uPE([-17) < () - IIP)e P/ 4 [2b/m + 2(p + d — 2)/Bm] "/ (1 — e=P™/2)

< plll -
<u(-IP) + [2b/m + 2(p + d — 2)/pm]""*
< p(ll-I17) + [20/m +2(p + d — 2)/Bm]*"".
Proof. Suppose 0; is a solution to the SDE in (3) with initial condition 6y ~ p. From Itd’s Lemma, it
follows that
d|6:|[P = — pllO]|P~*(8e. V Es(6r, B))dt + B~ p(p +d — 2)]|6,]|P~*dt
+ V287 1pl|0]P72(0,, dW)
< —pml|0c|Pdt +p[b+ 57 (p + d = 2)][10:]P72dt + /267 pl|6: [P (0, dWr)
where the inequality follows from Assumption[d.1] This can be bounded further by

m _ 2 _ _
d||6||P < —%Hﬁthdter[b—kB Yp+d—2)]"%(m/2) 7P 2dt + /287 Tp|6: P26y, W),
Furthermore, using the product rule,

d(eP™/2)|9,|P) < epmt/2p[b+5-1(p+d—2)]p/ 2 (m)2) P 2 dt+eP™ 2\ /23 1p||0,|[P~2(6,, AW),

and thus, by taking expectations it follows that,
|0, < E|l0o]%e="/2 4 p[b + 57 (p + d — 2)]"2(m /)72 / prm(t-5)/24
< B0l 4 plo-+ 57 -+ d = 2] /D) P (1 - ),
O

Under these assumptions, we can consider strongly convex functions and also a wide range of loss
functions with multiple local minima. However, it is fairly restrictive in that it requires all local
minima to be close to the origin. We show this in the lemma that follows. Throughout this section,
we use the notation

Bla,r) = {y € R [lx — y|| < 13,

for any z € R? and r > 0.
Lemma A.2. Suppose Assumptionholds and for each z € Z, f(-, 2) is differentiable. Then for
each z € Z, all local minima of f(-, z) are contained in the ball B(0, \/b/m).

Proof. Let u € R? be an arbitrary vector such that ||u| = 1. Then for all ¢ > 0,

d b

from which it follows that for ¢t > \/b/m, V f(ut, z) # 0. Since u is an arbitrary unit vector, this
extends to V f(x, z) # 0if ||z]| > \/b/m. O

With this we can bound the gradient of the function at the origin uniformly over the instance space:
Lemma A.3. Suppose Assumptions[.1|and[.2) hold, then for any z € Z,

IVf(0,2)] < M+/b/m.
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Proof. Another property of f that follows from (I0) is that for ¢ > R := \/b/m + 1/m,

d
— >
dtf(ut, z)>1

for any unit vector u. As a result, the quantity

inf f(z,2),

l=ll=r
also grows with a rate of at least 1 with respect to r if 7 > R. Setting r := R+sup ;| <r flz,2)+1,
which by the extreme value theorem must be a finite quantity, it follows that sup|, < f(z,2) <
inf”IHZT f(x, Z)

We proceed by using this fact to show that f(-, z) must have global minima in the ball B(0, /b/m).

Consider the restriction of f(-, z) to the closed ball B(0,r) and let z* € B(0,r) be some point that
attains the minimum value of this restriction (which must exist by the extreme value theorem). By
our last deduction, it must hold that ||z*|| < 7 and in fact, * minimizes the full function f(-, z).

Furthermore, it must hold that V f(z*, z) = 0 and so by Lemma lz*|| < \/b/m.
Finally, we apply the smoothness assumption to approximate the gradient at the origin:
IVFO,2)[ < [[VF(0,2) = Vf(@™, 2)[| + [V f (2", 2) |
< M||z*||+0

< M+/b/m.

B Wasserstein bounds and moment estimates

To upper bound the Wasserstein distance between two probability measures p and v, it is sufficient to
consider any coupling 7w € C(u, v) and use the inequality,

WP(M) V) < E(X’Y)NWP(X, Y)
Thus, we can design couplings such that the right-hand side is easily estimated.

In this section, we consider a type of coupling that is useful for bounding the distance between two
diffusion processes. The synchronous coupling is formed by having the two processes solve SDEs
with the same Brownian motion.

B.1 Moment estimates

First, we will derive and recall some helpful moment estimates.
Lemma B.1. Suppose Assumptions hold and 1 < X\~ %, then for each t € N,

L L2y
S .

pR (- 1) < wlll- 1)

Proof. Let x; be an SGLD process with zg ~ 1. We apply the Lipschitz property to deduce

Ellz 1] < Elex —nVEs (@, Bist) | + /28~ 0E[gen |
< (1= An)E||zll +nL + /25~ dn.
Since 1 — An € (0,1), via an inductive argument we deduce that,
L++/2871d
El|z]| < (1= M) E|jol| + m

L+ /23 tdn—1
< E||zo| + f n -
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Under the assumptions put forward in Section[d] we can obtain higher order moment estimates. To
this end, we refer to a result by Chau et al. [5]]:

Lemma B.2 ([5], Lemma 3.9). Suppose Assumptions hold and n < ﬁ, then
uR (|1 1127) < ] 1127) + é(p),

= L(8Y (1 Z DY T (), ]

Note that (Chau et al. take the maximum value of 7 to be min{m/2M?,1/m} while we take the
smaller bound 1/2m. The fact that this is smaller follows from the fact that M > m must hold.

B.2 Divergence bounds

In this section we estimate the Wasserstein distance between PP and VﬁtB for any mini-batch

B C [n] of size k. We will do so using the synchronous coupling (6, @), the solution to the system
of SDEs

th = —VFS (Gt, B)dt + vV 25_1th,
6, = ~V F5(0;, B)dt + /28~ LdW,
where W, is a d-dimensional Wiener process and (6, 50) is some coupling of (p, v).

We begin by considering the setting of Section @ Recall that in this section we had SGLD perform
updates with the regularized objectives Fis and Fg.

Proof of Lemma[3.3] Let m be the coupling of (4, v) that is optimal in the W -sense (existence is
guaranteed by Theorem 4.1 of [26]). Furthermore, let (6;,6;) be the synchronous coupling with
initial condition (6, 0y) ~ 7. From this, follows the decomposition

0, — 6, = 6 — B + /t (VF5(,, B) — VFs (0, B))ds
Applying the norm to both sides and takingoexpectations yields
16—l < Bl ~ 8l + [ EIVF5 (3. B) - Vs (0. B) s
< E||flo — fol| + 2Lt.

The bound in the statement follows once it is noted that E||fy — §0|| = Wi(y,v) and
W1 (uPF,vPF) < E||9, — 6. O

In the dissipative setting of Section[d] we will need to compute how far the process diverges from the
initial condition.

Lemma B.3. Suppose Assumptionsd.I|and .2\ hold, then

b+2d/3
)

E[|6; — 60| < 402 (1E||90||2 + 12 + 4dp't.

Proof. Using Jensen’s inequality, we obtain the following decomposition:
t
E|6; — 6ol <2 | EIVEs(0., B)|Pds + 43 BWil*
0

Using Lemmal[A.3] the first term is bounded by
E|VEs(6,, B)|? < 2E|VFs(6, B) — VFs(0, B)| + 2E|VEs(0, B)?
< 20E |0, 2 + 2042 L
m
3b+2d
< 2M2E| |0 |2 + 2?22 /57
m
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where the final inequality follows from Lemma[AT] With this, it follows that

3b+2d/8
m

E||6; — 6o]|* < 4M> (IE)||90||2 + )t2 +4d e,

B.3 Discretization error bounds

In this section, we use synchronous-type couplings to obtain discretization error bounds. In particular,
we will bound the Wasserstein distance between pt R, and ;R x for an arbitrary probability measure

.
By the convexity of the Wasserstein distance (see Lemma[2.3),

-1
n
W, (uRq, iRx) = (k> Y. W, (uRZ,uPp),
BcC([n],|B|=k

where uRB is the distribution of one step of (discrete-time) SGLD with fixed mini-batch B C %1]
Thus we consider an arbitrary mini-batch B of size k and seek to obtain bounds on W ( uRB, pBy, ).

We define the relevant coupling (Z¢, 6,)) for t € [0, 1] as follows:

dfy = —VFs(0;, B)dt + /28~ 1dW,,
i’t = (fo — VFs(ZL'(), B)T]t —+ v/ 2671Wnt,
where 6y ~ p and Tg = 6.

Once again, we will start by considering the setting of Section 3]

Proof of Lemma For the first part of the lemma, we consider the coupling (Z, ,,;) constructed
above (but for regularized objective Fs). By Jensen’s inequality it follows that,

t
16, — &l <1 / IV Fs(6,0, B) — Vs, B) | ds
0

<t ) [ 10 = 2l 3+ 20) [ o = auls
After taking expectations, the final term can be bounded using,
E|&s — &ol| < nsE|VEs(Zo, B)|| + /287l Wi|
N
< Y E|V (0, %)l + V245 Tns
i=1
<ns(AE||Zo|| + L) + v/ 2dB~1ns.
Thus, by Gronwall’s inequality
E|l6, — 31 < 1A+ M) [0l + L) + v/2d5~Tn) exp(A + M)n).
Since 1 = poRL for some t, we apply Lemmato deduce

Bl — 1]l < 3+ M) [nvio(l - ) +2L) +2/25- | exp( + M)n).

The analogous result for the setting of Section[d]is derived with a similar technique:

Lemma B.4. Suppose Assumptions and hold. Then, for any probability measure y on R%, we
have
Wa (R, nRx)? < 807 exp(2n*M?)M*(M? (|| - I*) + M?b/m + 5~'d).
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Proof. We proceed similarly to the proof of Lemma[3.4] By Jensen’s inequality, it follows that
2 gt
B0y~ il < - [ BIVFS(0y0. B) - VEs(ao, B)ds
0

772 t ,'72 t
<20 [ B0, ads + 2002 [ Bl - o
0 0

The second term is bounded using the smoothness assumption and Lemma[A.3}
E|Zs — Zol|* < 20*s*E||VFs(io, B)||* + 48 *dns
< 4n?s* M?(E||Zo|? + b/m) + 48 *dns.
Thus it follows from Gronwall’s inequality that

E|l6, — 21]* < exp(2n*M?)8> M* (M (|| - |*) + M?b/m + 57d).

C Wasserstein contractions and reflection couplings

Given two initial distributions x4 and v, define the reflection coupling (X4, Y;) by,
dX; = —VFs(Xy, B)dt + /28~ 1dWy,

IV — —VFs(Yy, B)dt + \/28-1 (14 — 2esef ) dW; , if t < T,
T adx, Jift> T,

where we define the stopping time 7' = inf{t > 0 : X; # Y;}, (X0, Yy) ~ 7 for some coupling
7 € C(u, v) and we define
e = (X — Y)/|X, — Yil.

By Lévy’s characterization of Brownian motion, it follows that the It6 integral of (I 4 — 2e; etT) dWy
does give a Brownian motion process. As with the synchronous coupling, this coupling is designed
for analyzing the quantity Z; := X; — Y;. Indeed, fort < T,

dZ, = —(VFs(X,, B) — VFs(Ys, B))dt + 2v/28-12, /|| Z,|| dWs.
Furthermore, if we set r; = || Z;|| then by Itd’s lemma, for any ¢t < T,
dre = —r; 2, - (VFs(X,, B) — VFs(Yy, B))dt + 21/28-1dW,.

For completeness, we will briefly discuss the two contraction results used in this paper.

C.1 Contractions in 1-Wasserstein distance

In this section, we will discuss the technique used to obtain the result in [8] that leads to Lemma@
In the paper by Eberle [8]], they obtain exponential contractions between X; and Y; with respect to
W, := W, where p, is a metric defined by p,(z,y) = g(||z — y||) and g is a strictly-increasing
concave function. The contraction is obtained only under the condition that lim, ., £(r) > 0 where

we define,
<VFS(337B) _VFS(y7B)7x_y>
|x—y|2 IHJ?—yH:’/‘ :

K(r) = Binf{

In the proof, they proceed by using Itd’s Lemma to compute, for an arbitrary g : R* U {0} —
R*T U {0},

dg(re) < B (49" (re) — rer(re)g’ (re))dt + /28-1dWy,
for each ¢ < T'. To obtain a contraction, they define a function ¢ such that 4¢” (r) — rx(r)g'(r) <
—Bg(r)/cholds for some ¢ > 0. Under suitable integrability conditions this leads to,

Eg(ry) < Eg(ro) — 071/0 Eg(rs)ds.
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From Gronwall’s inequality, it follows that
Epy(X1,Yy) = Bg(ri) < e /“Eg(ro) = e~/ *Epy(Xo, Yo).

Eberle| shows that under the condition lim, o, k(r) > 0, such a g can be obtained for ¢ =
BR3 [ 4@min Where,

Ry :=inf{r' > 0;k(r) > 0,Yr > 1"}, Ry :=inf{r' > Ro;r(r)r'(r' — Ry) > 8,Vr > r'},

1 [
Pmin 1= €XP (— f/ sm_(s)ds).
4 Jo

We will not include the definition of g in this paper for the sake of brevity, but we recall an important
property: @min/2 < g’ < 1. This will allow us to compare the W, metric with the 1-Wasserstein
distance.

To simplify the constants given above, we will consider the case of Section [3] where we assume
the loss function is L-Lipschitz and SGLD is performed using a weight decay regularized objective

function, denoted by Fs.

Proof of Lemma From the Lipschitz and smoothness assumptions we obtain the estimates,

(VFs(z, B) = VEs(y, B),x —y) = M|z — y|* = Mz —y|?,
(VFs(z, B) = VFs(y, B),x —y) > M|z — y||* = 2L|jz — y|.

Since Ar? — 2Lr > 7% forr > 4L /) we obtain

—a, ifr<R
> b b
w(r) = {b, ifr > R,

where a = S(M — X\), b= B\/2, R =4L/). Since R > Ry and K~ < a, an estimate of ¢,,;,, is
given by
> e aR?
min = €X - g |-
2 p )
To bound R; from above we will estimate Ry which is given by
Ry = inf{r' > R;br(r — R) > 8,¥r >1'}.

Since by assumption x(r)Ry (R — R) > 8 for each 7 > Ry and further (R, — Ry) > (Ry — R),

we deduce that R; < R;. This quantity can be computed to give,

~ R /R 8 2V/2
= — —_— —< _—
Ry 2+ 1 +b7R+ 7

It then follows that the contraction in the statement holds with rate
BR? - R?+8/b
domin — 2871 exp(—%f?)

= C1C2.
This result can be sharpened in the convex case A > M. In Remark 5 of [8] they show that in this

case Rg = 0 and hence ©,,,;,, = 1. Furthermore, Ry < max(R, 1/8/b) which leads to,

SR

< cs.

17



C.2 Contractions under dissipativity

As noted in Section [T} obtaining contractions in the full dissipative case is more difficult. In this
case, we consider the semimetric

pla,y) = gz —y[)(1 + V(@) +eV(y)),

wheree < 1, g : RT U {0} — R* U {0} is some concave, bounded and non-decreasing function and
we define
Vie) =1+ [z

The contraction result that we adopt is from a paper by Eberle et al. [9]]. This result has previously
been adopted in the same setting that we consider [5,132] so we refer to the paper by Chau et al. [5]
for a more detailed recollection.

Define the following constants:

(-5

R = 2\/(ﬁd+ﬁm+b)<ﬁ;1+1) 1, = Lexp 732—23),

2

e:=1Ap/R*Bb+ pm+d), Cy:= g(min {ﬁm/2,2(ﬁb+5m+d)€,2@/R2})71. (11)

Lemma C.1. Suppose Assumptions[@d.1|and[{.2 hold. Then there exists a function g, such that for
eacht > 0,
WP(#PtBa vPP) < et W (. v).

Furthermore, g is constant on [R, +00) and pr < g(r) <.

In the paper by Eberle et al. [9], only the case of 3 = 2 is considered and so we must change our
processes to suit this setting. If we have A; satisfy (2) and set X; = Ag;/,, then it follows from
Theorem 8.5.1 of [20] that X satisfies

dXt = gVFS(Xta B)dt + th
As in the previous section, we have (X, ;) be the reflection coupling for the above equation where
(Xo,Yy) ~ 7 and 7 is the W ,-optimal coupling of x and v.

Eberle et al.|proceed in a similar fashion to what was laid out in the previous section, but the process
for choosing g is slightly different. Using the product rule, we can compute the following SDE for
p(Xta Y;f)

dp(Xy,Y:) = d(g(r)G (X, Yr)) = G(Xy, Yi)dg(re) + g(re)dG( Xy, Yz) + [g(r), G(X, Y],

where we recall r; = || X; — Y;|| and the final term is the covariation of g(r¢) and G(X¢, Y;). This
term can be estimated as follows:

dlg(r), G(X:,Y2)|s = 49 (r)e| Xy — Yi| < 49 (1) G(X4, V7).
Furthermore, from the bound on the generator of X4,
LV(z) = =Bz, VFs(z,B)) +d < —Bm|z|* + Bb+d,
Eberle et al.| estimate dG (X, Y;) by
dG (X1, Yy) < (2(Bb+Bm+d)el,, < g, —min{Bm/2, 2(Bb+Bm+d)e}G(Xy, Vi) 1y, > r, ) dt-+d M}

where Mt1 is a martingale and R, R are positive constants such that 0 < R; < Ry < R. Returning
back to the product rule, we obtain

dp(X1, Ye) = G(Xy, Yi)dg(re) + (2(8b + fm + d)ely, <r,g(r:)
—min{fm/2,2(8b+ m + d)e}p(Xy, V)1, > g, + 49 (r)G(X,, Yy))dt + g(r)dM}.

What remains is designing a function g such that the right hand side is less than —cp(Xy, Y;) for
some c > 0. First, with [td’s Lemma and the smoothness assumption, it follows that

dg(re) < 2(BMg (ro)re + g (re)) dt + 29" (1) {er, AW3).
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Though we will not explicitly include their construction, we remark that Eberle et al.|construct a
function g such that

2(BMg'(r)re +9"(r) < =20/R*g(r)Lr, <, — 20/ R*9(r)Lr,<r, — 49/ (re).
From this we deduce that for ¢ < ¢/R?*(8b + fm + d),
dp(Xe,Y:) < (= 20/ R*L,, <, — min{Bm/2,2(8b + Bm + d)e} 1,5 r,) p(Xe, Vi) + dM?
< —min {Bm/2,2(8b+ Bm + d)e, 20/ R*} p( Xy, Yy) + dM7
for some martingale M7. Thus, via the same argument used in Section |C.1| we obtain the contraction,
Ep(X;,Y;) < e P12%Ep(Xo, Vo).

Once we note that W, (PP, vPP) < Ep(Xas/g, Yor/5) and Ep(Xo, Yo) = W, (1, v), the contrac-
tion estimate given in the lemma immediately follows.

D Proof of Theorem 4.1

D.1 Properties of the semimetric

Before we proceed with the proof of the theorem, we require some basic properties of the semimetric
p- Recall that p is defined by

p(z,y) = glle =yl (A + 2¢ +eflzl® + llyl*),
where g is concave and g(r) is constant for r > R. Furthermore, we recall that or < g(r) <r

First, we prove Lemma@, the W ,-continuity for functions of quadratic growth. A similar result is
given in [23]] for the 2-Wasserstein distance.

Proof of Lemma[.3] Letx,y € R?, then using the smoothness assumption it follows that for any
z € Z,

f@2) = Fn2) = [ (=Y =0y + o)
1
< [ e =l (3101 = )y + tall + 19500, 2) )

x
= M|z — y| b/m—i—u—FM )
2 2
where, for the inequality, we have used Lemma[A.3] Next, we use basic properties of the semimetric
to show that this quantity is controlled by p(x, y). For ||z —y|| < R, we use f(|lz —yl|) > ¢z —y||
to deduce

o | W) < MO D),

f(a:,z)—f(y72’)§]\Zg(||37_y||)(1+ bjm+ =5 2 2¢pe

If ||z — y|| > R, then from (||z| + ||y])? < 2||z]|*> + 2||y||? it follows that
F(w.2) = £(9.2) < M (V] + ) + 2l + [9]1?)

M , ,
< eryole =) (1 @/m+ (11 + 1)
= Wﬂ(x,y)-

Combining these results, it follows that

M (b/m+1)

f(I,Z)ff(y,Z)S (P5<R\/1)

p(,y).
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Now let S, § € Z™ and suppose 7 is the W ,-optimal coupling of law(A(S)) and law(A(§)) (which
must exist due to Theorem 4.1 of [26]]). If we consider the random variables (X,Y) ~ , then it
follows from above that

Ef(X,2) ~Ef(Y,z) < LO/m+1)

S RV D) W, (law(A(S)),law(A(g))).

Since the right hand side is symmetric in S and §, we find that this upper bounds ;45 (A). O

In the proof of Theorem [3.1} we rely on the triangle inequality which is not available to us when
using the metric p. However we can show a weak triangle inequality holds:

Lemma D.1 (Weak triangle inequality). For any x,y, z € R? it holds that,
R
p(z,y) < p(x,2) +2 (1 + ;(ER v 1)>p(z, Y).

Proof. If both ||z — z||, ||z — y|| > R, then the triangle inequality follows immediately from the
definition of p:

p(z,y) = g(R)(1 + 2¢ + el|z[*) + g(R)(elly[*)
< plx,2) + p(z,9).

In the case of ||z — z|| < R, ||z — y|| > R, we use the boundedness of g as well as the inequality
lz||? < 2[]2]|* + 2R? to deduce

p(z,y) < g(R)(1+ 2 +e|lyl|* + 2¢||2[|* + 2¢R?)
<2(eR*+1)p(y, 2).

For the final two cases, we first deduce the following inequality: if ||z — y|| < R, ||z]|* — [Jy||* <
lz =yl (=] + |ly]]) < if(”x —y|)(lz]] + |Jy||). From this, it follows that for the case ||z — z|| >

R z—yll <R,
p,y) < g(R)(1 +2¢ +ellz ]| + e[ 2l*) + eg(R)(lyll* - [1[I*)

< g(R)(1+ 2 + ellall® +]2]) + eg(f)f(ny )l + 121

< oo 2) + 20 (0. 2).

If ||z — z||, ||z — y|| < R, we use the convexity of g and the inequality g(||z — y||) < g(||z — =||) +
g(||z — y||) to deduce

p(z,y) < p(x,2) + p(z.y) +eg(lle — ) lyl* = [121%) +eg(llz =y (lzl* = 1|21%)
<ple,2) +p(zy) + 8ég(l\ﬂc = 2Dg(llz =yl + 2(1=[ + NIyl

< oo 2) + o) + e L1 - yl) 2R+ 212 + 20l

< p(z,2) + <1 + 29((?(6]‘1’ Y 1)) p(z, 7).

The result follows once it is noted that the coefficients derived in each case can be upper bounded by
20+ R(eRV1)/p). O

For computing the discretization error, we will find it easier to compute in the 2-Wasserstein distance,
to this end we require the following lemma:

Lemma D.2 (Comparison with the 2-Wasserstein distance). For any two probability measures . and
v on R,
W () < Wa(p, v) (14 28+ (|| - [ID)Y2 4+ (] - |)12).

Proof. This follows immediately from the property f(r) < r and the Cauchy-Schwarz inequality. [J
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Finally, to compute the divergence bound, we will need the following result. Note that it is because of
this result that we can only obtain O(n'/?) divergence bounds as oppose to the O (1) bounds obtained
in the Lipschitz case.

Lemma D.3. Suppose X,Y, A, and A, are random variables on R?, then
Ep(X + Ay, Y + A,) <Ep(X,Y) + ok *(1 + 26 + 6e0/?),

where we define o = E|A,||?VE|A,||? and o := E[| X ||*VE| Y |*VE|| X + A, [|*VE[Y +A, || %
Proof. Using the convexity of g which yields the inequality g(|| X + A, =Y — Ay|]) < g(|| X —
Y|) + g(J]Az — Ay|]), as well as the property g(r) < r, it follows that
PX + A5, Y +Ay) < p(X,Y) +eg(IX = YINIX + Ag|® = X[ + Y + A7 = [Y]*))

+ 912 = Ay )1 +2¢ +el| X + Ag|* + e[| + A, %)

<p(XY) +el A UXT+HIYIDAXT + 11X + Aql)
el Ay IAXT+HIY DAY+ 1Y + Ayl
+ (1Al + 1Ay DA+ 26 + €| X + Ag | +ellY + Ay ).

For any three random variables A, B, C, the Cauchy-Schwarz inequality can be applied twice to
obtain EABC' < (EA?)Y/2(EB*)Y/4(EC*)/“. From this we deduce the following:

Ep(X 4+ Ap,Y + A,)) <Ep(X,Y) + 0¥ 2 (201 /4)(20/4) + ot/ (261/4) (20114
+ 202/2(1 + 2+ e0t/? 4 e01/?)
<Ep(X,Y) +20%*(1 + 2¢ + 6e0'/?).

D.2 Proof of Theorem d.1]

We give a similar argument to that given in the proof of Theorem [3.1} Using the property of the
semimetric given in Lemma|[D.3]as well as the results of Lemmas [B.3]and[A.T] it follows that

230 +24/5 d/ﬁ)l/Q
m

. (1+25+6501A/2 + 12¢[b/m + (d+2)/ﬁm]>,

W, (,qu, 1/]3173) < W,(p,v) + ont/? <M201A/2 +M

where oa = pu(|| - [|*) A (]| - ||*). Furthermore, if we suppose that y = po R and v = pgRY for
some ¢, then with LemmaB.2| we obtain oa < po(]| - [|*) + &(2) (see Lemma|B.2|for the definition

of &(p)) and thus we obtain the bound W, (uPP,vPP) <W,(u,v) + ¢an'/? with constant

b+2d
&y = Q(M%i/z + M2(2)V2 4 2 240 +m /B

+ d/ﬂ)
: (1 + 26 + 620/ + 628(2) 12 + 12¢[b/m + (d + 2)/5m]).

Borrowing the convexity argument given in the proof of Theorem [3.1} it follows from the contraction
in Lemma|C.T] and the above equation that

N . _k
W, (,LLRX, VRX) < éW,(p,v)+ CQEU1/2,

where &3 := £ 4 (1 — £)e=7/C%_ Thus it follows by induction that

~ 1—-¢_ k
W, (koRY, poRY) < 53 02?71/2.
—C3

—_

Using Lemma[4.3] it follows that

1—-¢ék
Estab(Xnt) < 05 1 3 2yt/2

—Egn ’
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with constant,

M(o2+ /b/m) .

Cs = we(RV 2)

Ga. 12)

After recalling the argument from the proof of Theorem [3.1|that deduces i:gg < min{t, n(Cy +
1)/(1 — k/n)}, the bound in the statement follows.

Next, from the weak triangle inequality in Lemma [D.T]it follows that,
W, (UORfchOE;) <& W, (noRy, moRY) + W, (uoR&vﬂoﬁ}) +c4 W, (uoﬁ&,uoﬁi%

with ¢y : =1+ @ (eRV 1). Using the comparison with the 2-Wasserstein distance in Lemma
and the bounds in Lemmas [B.4/and [B.2| we obtain W , (1o RY,, o RY) < és1°/2, where

1/2
&5 = 2ﬂeXp(M2)M(M%i”+M25(2)1/2+M2b/m+5*1d) (1+25 [1+ai/2+5(2)1/2} )

Thus, we can compute another contraction estimate and using Lemma[4.3]

1 k
Estab(Ty) < 061( 1/2 _|_,’73/2)
— Gy

TL

Ce := (02 i W)

eV D) (&2 V 26485). (13)
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