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Introduction Experiments and results
* I[mageNet pre-trained models used for various ImageNet experiments Transfer learning experiments
downstream tasks such as image retrieval and * We explore the effect of removing "hard” classes * We explore the performance of these
video classification on the validation accuracy of the 800 common representations on 12 downstream tasks in both
* I[mageNet pre-training (as opposed to pre-training classes fixed-feature and full-network transfer [3].
on larger datasets) is computationally feasible on » Validation accuracy decreases as more classes * We see that transfer learning is sometimes
a modest GPU are added to the training set improved by training with fewer classes
« Can we improve representations learned on » Additional classes are likely being confused with * Robustifying the model can remove the
ImageNet? some of the original classes advantage of having more classes
Hard classes Number of classes e = 0. e = 1. e = 3.
. Evaluate validation accuracy of ImageNet1000 300 78.27/92.88 | 71.44/88.81156.34/81.34 | 60.70/80.86137.50/64.87
on all 1000 classes 900 77.427/92.56 | 69.97/87.87155.25/80.09 | 60.35/81.29136.47/63.02
- Classes with lowest validation accuracy are 1000 76.23/91.80 | 68.65/87.01154.05/79.05 | 59.30/80.37135.61/61.78
“hard”

Table 1. Table showing the validation accuracies (Top-1 / Top-5 accuracy) of the various models on the ImageNet dataset on the subset of 800 classes with the best validation accuracy. The left
° Remove 1 OO or 200 hardest C|aSSGS, and re-train column of the table shows the number of classes that were used to train the ImageNet model. Columns 3 and 4 show the validation accuracies of |12-robust ImageNet models - left pair shows the
accuracy on the clean ImageNet validation set, and right pair shows the accuracy on the adversarial validation set with € equal to the robustness of the particular model.
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» Curriculum learning [1] leads us to postulate that ==

the answer Is yes (a) FGVC Aircraft [17] (b) Birdsnap [2] (c) Caltech-101 [6] (d) Caltech-256 [8]
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* "Do better ImageNet models transfer better?” [2],
leads us to postulate yes (e) CIFAR-10 [14] (f) CIFAR-100 [14] (g) DTD [5] (h) Flowers [13]
 However, removing classes gives up the volume 85 92 90 60
of data and diversity of images, so it is an open " o - S8
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