
DARTS Takeaway:  
For maximal performance DARTS can be used as a component in a large 
search that proposes trial architectures. 
For average performance, and immediate performance, with a single run, 
we should maximize the correlation. 

Evaluations

DARTS for Inverse Problems: 
a Study on Hyperparameter Sensitivity

Motivation/Conclusion
Neural Architecture Search (NAS) is the automatic search of novel 
architectures. To avoid computational costs during the search, differentiable 
architecture search [1], DARTS, proposes a continuous relaxation of the 
search problem. The increasing usage of DARTS for NAS is based on its 
effectiveness via its weight-sharing one shot paradigm resulting in 
promising results for image classification. 

We apply DARTS to inverse problems in a systematic case study which 
allows us to analyze these potential benefits in a controlled manner. 
We show that:
● DARTS can be extended to from classification to reconstruction
● But: Fundamental difficulty in the evaluation:

The estimated shared weights network performance is not well 
correlated with the performance of the final architectures.
↦ The DARTS relaxation is too loose 

We conclude the necessity to 
● report the results of any DARTS-based methods from several runs  

along with its underlying performance statistics and 
● show the correlation between the training and final architecture 

performance.

Setup

Discussion
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Optimal Architecture Takeaway:  The optimal architectures found a hybrid 
version that mix learnable grad- and net- operations. The optimal mixed 
architectures have a remarkable advantage over the best plain architecture. 

Figure 1: Proposed meta-architecture which can represent DnCNN [2]-like architectures.

● We investigate the meta-architecture shown in fig. 1 
● The search for the optimal architecture that can be defined as a 

sequence of operations selected from a predefined set 
Ol = {learnable gradient descent, 2-layer-CNN, roll, noise}
This set contains two beneficial layers, and two harmful ones. 

Goal: A good differentiable architecture search algorithm should reliably find 
the optimal operations, even when presented with sub-optimal choices. 

Dataset: One-dimensional regression of cosine waves of varying 
magnitude, amplitude and offset, distorted by Gaussian noise, blurring and 
subsampling. 

↦  This setup allows us to mirror higher-dimensional datasets in an 
environment where extensive evaluations are possible.

Evaluating Robustness

1 ) Plainly, DARTS does work as shown in the tab. 1 (Max)
2) If we turn to towards Mean: DARTS with only “good” operations is stable, 
default DARTS with all operations suffers
-> DARTS performs on average worse than the maximum over 100 random 
architectures
Running DARTS for as many trials as possible achieves best 
benchmark results. BUT this is not the original goal, which is to find a 
good architecture within a single optimization of the weight-sharing 
DARTS problem,  

Correlation of Architecture and DARTS Performance

Fig. 2 takes a closer look on the results in tab. 1. The correlation between 
the validation performance of the one-shot architecture and the “true” 
architecture is a fundamental assumption of DARTS. Whereas these plots 
show that these two measurements are highly independent. 
We even observe three direct problems:
1) DARTS fails directly
2) DARTS works but does not predict a useful architecture
3) DARTS does predict a useful architecture, but is unrelated to its search 

performance 

Basic on DARTS
Our sequential architecture from fig.1 consists of N nodes  x(j),  where x(0) 
represents the inputs data and the results x(j+1) of any layer is computed by 
applying some operation o(j) to the predecessor node x(j).

𝜃(j) are the learnable parameters of operation o(j). To determine which 
operation is most suitable one searches over the continuous relaxation

where       are the architecture parameters. The optimization is 
relaxed to the soft-max of alpha. 
DARTS formulates this search as a bi-level optimization problem in which 
the network parameters 𝜃 and the architecte parameters 𝛼 are jointly 
optimized on the training and validation set:

(4)

The optimization is done by approximating (4)  by  one (or zero) iterations of 
gradient descent. 
The discrete architecture is obtained by choosing   for 
each node. The final architecture is retrained from scratch:
Takeaway: The fundamental assumption of darts is that the performance of 
the final network is highly correlated with the performance of the relaxed 
DARTS approach.


