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SphereFusion: Efficient Panorama Depth Estimation via Gated Fusion

Supplementary Material

1. Panorama Projections001

To capture the texture features and avoid distortion and002
discontinuity, SphereFusion relies on two panorama pro-003
jections: the equirectangular projection and the spherical004
mesh. In this section, we describe the details of their con-005
version, and how to convert the panorama image in spher-006
ical mesh to equirectangular for depth map evaluation or007
re-project it to 3D space for visualization.008

1.1. The E2S009

Based on the definition of the equirectangular projection010
and the spherical mesh, we define the E2S ( equirectangular011
projection to spherical projection ) module, which converts012
a panorama image from the equirectangular projection to013
the spherical projection. Given a triangle center (x, y, z)014
from the spherical mesh, we first calculate its position on015
the image plane (u, v) by Eq. 1, and then use a bi-linear016
sample to capture value on the image plane, finally assign017
corresponding value to the triangle.018

{
u = (1 + atan(y, x)/π)×W/2

v = (0.5 + atan(z,
√
x2 + y2)/π)×H

(1)019

1.2. The S2E020

Meanwhile, we can also define the S2E ( spherical pro-021
jection to equirectangular projection ) module, which con-022
verts a panorama image from the spherical projection to the023
equirectangular projection. Given a pixel (u, v) on the im-024
age plane, we first calculate its position on the sphere sur-025
face, then calculate its 3D position to find out the closest026
triangle on the spherical mesh, and finally assign the value027
of the triangle to the pixel.028


x = cos(longitude)cos(latitude)

y = sin(longitude)cos(latitude)

z = sin(latitude)

(2)029

1.3. Projection To 3D Point Cloud030

For better comparison, we visualize point clouds using dif-031
ferent methods. Although we name the result obtained from032
the panorama depth estimation as the depth map, it repre-033
sents the distance map, which means the Euclidean distance034
between a 3D point and the camera center. Therefore, we035
can reproject a panorama depth map to 3D space by Eq. 3036
after converting it into the sphere coordinates, where d is037
the distance.038


X = cos(latitude)cos(longitude)× d

Y = cos(latitude)sin(longitude)× d

Z = sin(latitude)× d

(3) 039

2. Evaluation 040

To compare with other methods, we convert our depth map 041
in the spherical domain to equirectangular projection. Fol- 042
lowing BiFuse [7] and SliceNet [5], we use five evalua- 043
tion metrics, including MAE (mean average error), MRE 044
(mean relative error), RMSE (root mean square error), 045
RMSE(log), and δn. Eq. 4 shows how to calculate them, 046
where gt is the ground truth, pr is the predicted depth, V 047
is valid pixels, and N is the number of valid pixels. For 048
MAE, MRE, RMSE, and RMSE(log), the smaller is better. 049
For the δ, the bigger is better. During the evaluation, we set 050
the depth range to 0.1 ∼ 10 meters. 051

MAE =
∑
i∈V

|gti − pri|

MRE =
∑
i∈V

|gti − pri|
gti

RMSE =

√∑
i∈V (gti − pri)2

N

RMSElog =

√∑
i∈V (log10(gti)− log10(pri))2

N

δn =

∑
i∈V max( gtipri

, pri
gti

) < 1.25n

N

(4) 052

3. Visulization 053

In this section, we add more visualization results on three 054
datasets and compare SphereFusion (ours) with state-of- 055
the-art methods. 056

On 360D [9], we compare our method with SphereDepth 057
[8] and UniFuse [3]. Figure 1 shows depth maps and point 058
clouds generated by different methods. Our method uses 059
texture features extracted by the 2D encoder to enhance the 060
mesh encoder in the spherical domain and combines the 061
strengths of two encoders. Results show that our method 062
captures more features from the scene and can reconstruct 063
more details in the scene, such as doors, tables, and walls. 064

On Matterport3D [2] and Stanford2D3D [1], we com- 065
pare our method with OmniFusion [8] and PanoFormer [3]. 066
Figure 2 shows depth maps generated by different methods 067
on Matterport3D and corresponding point clouds. Figure 068
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3 shows results generated by different methods on Stan-069
ford2D3D. Compared with tangent patches, our method di-070
rectly estimates the panorama depth in the spherical domain071
and does not need any special mechanism to fuse these072
patches. The results of OmniFusion have obvious patch073
gaps. Meanwhile, the results of PanoFormer are smoother074
but also lose some details. Our method reconstructs more075
details but suffers from imperfect ground truth [3]. Depth076
maps and point clouds show that our method achieves com-077
petitive results with state-of-the-art methods with a lighter078
network and higher efficiency.079
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RGB GT SphereDepth [8] UniFuse [3] SphereFusion

SphereDepth [8] UniFuse [3] SphereFusion (ours)

Figure 1. Depth maps and point clouds of 360D. Invalid parts of the depth map are set to red. Our method SphereFusion reconstructs more
details of the scene.
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RGB GT OmniFusion [4] PanoFormer [6] SphereFusion

OmniFusion [4] PanoFormer [6] SphereFusion (ours)

Figure 2. Depth maps and point clouds of Matterport3D. Invalid parts of the depth map are set to red. Our method has less noise and
maintains the structure of the scene.
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RGB GT OmniFusion [4] PanoFormer [6] SphereFusion

OmniFusion [4] PanoFormer [6] SphereFusion (ours)

Figure 3. Depth maps and point clouds of Stanford2D3D. Invalid parts of the depth map are set to red. Our method does not suffer from
discontinuity.
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