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An Example of Surrogate Loss for FNR For our particular example involving minimizing f =185

FNR = FN
total positives , recall that FN(s✓|�) =

P
i:yi=1 (pi(✓)  �) where pi is the prediction for186

the i-th positive example. We replace the indicator function with its smooth surrogate and get187

fFN(s✓|�) =
P

i:yi=1 �⌧ (�(pi � �)), where �⌧ (u) = 1/(1 + exp(�⌧ u)) denotes a temperature scaled188

sigmoid function. This gives us f̃ =
fFN

total positives as the surrogate loss.189

Implicit Function Theorem on ✓ Here we provide the statement for the implicit function theorem190

and its modification for the last layer weights:191

Theorem 1 (Implicit Function Theorem on ✓ [10], informal). For any (✓0,�0) 2 U ✓ Rp ⇥192

Rm
pair that satisfies g̃(✓0,�0) = 0, if the determinant of the Jacobian matrix is nonzero, i.e.,193

det[ @g̃
i

@✓j (✓0,�0)] 6= 0, then there exists a neighborhood ⇥⇥⇤ of (✓0,�0) in U and a unique function194

h̃ : ⇥ ) ⇤:195

g̃(✓,�) = 0 , � = h̃(✓) . (7)

Theorem 2 (Implicit Function Theorem on ✓L). For any (✓0,�0) 2 U ✓ Rp ⇥Rm
pair that satisfies196

g̃(✓0,�0) = 0, if the determinant of the Jacobian matrix w.r.t ✓L is nonzero, i.e. det[ @g̃i

@✓Lj (✓0,�0)] 6= 0,197

then there exists a neighborhood ⇥⇥⇤ of (✓0,�0) in U and a unique function h̃L : ⇥ ) ⇤ such that198

g̃(✓,�) = 0 , � = h̃L(✓L) .

Gradient Update Rule for Eq. (3) To compute a local derivative for f̃(✓, h̃(✓)) within the neigh-199

borhood of ✓0 using Theorem 1, we have the following update rule:200

r✓f̃(✓, h̃(✓)) = r✓f̃(✓,�) +
@f̃(✓,�)

@�
r✓h̃(✓) (8)

We will further need the derivative of the implicit function h̃ w.r.t. ✓, i.e. r✓h̃(✓). Since g̃(✓, h̃(✓)) =201

0 in the neighborhood of ✓0, we have:202

r✓ g̃(✓,�) +
@g̃(✓,�)

@�
r✓h̃(✓) = 0 ) r✓h̃(✓) = �r✓ g̃(✓,�)

@g̃(✓,�)
@�

(9)

Plugging in Eq. (9) back to Eq. (8), we can get the final gradient for the model parameter ✓. See203

section 3.3 of [6] for a more detailed derivations for the update rule of ✓ and �.204

Gradient Update Rule for Eq. (4) Furthermore, we can break the gradient of Eq. (4) into two205

parts: the gradient w.r.t ✓9L, thus obtaining the gradient w.r.t ✓L and obtain the following gradients 3:206

@✓9L f̃(✓,�) = r✓9L r̃ and @✓L f̃(✓,�) = r✓L
˜̀+

@ ˜̀

@�
r✓L h̃L(✓L) (10)

Experimental Details Following [6], we choose three binary attributes (i.e. High-cheekbones,207

Smiling and Wearing-lipsticks) as target attribute for our experiments, and train a binary classifier208

for each attribute. Similar to [6], we use a 6-layer neural network with 5 convolutionary layers209

with 128, 256, 512, 512 filters respectively, and we use ReLU as our activation functions and batch210

normalization layers in the networks. We do 5 random trails for each experiments and report the211

average values of the metric.212

3When it is clear from the content, we use ˜̀ to denote ˜̀(✓9L|✓L,�) to ease the notation, same applies for
r̃, gFPR, and gFNR.
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