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Abstract

Open Information Extraction (OIE) is a field001
of natural language processing that aims to002
present textual information in a format that al-003
lows it to be organized, analyzed and reflected004
upon. Numerous OIE systems are developed,005
claiming ever-increasing performance. In order006
to establish these performances and compare007
them with each other, it is necessary to use008
a reference. BenchIE is the latest reference009
we know of. Despite being very well thought,010
we noticed a number of issues we believe are011
limitative. Therefore, we propose BenchIEFL,012
a new OIE benchmark which fully enforces013
principles of BenchIE while containing less er-014
rors, omissions and shortcomings when candi-015
date facts are matched towards reference ones.016
BenchIEFL allows to draw some interesting017
conclusions on the actual performance of ex-018
tractors.019

1 Introduction020

Yates et al. (2007) formally introduced the Open021

Information Extraction task of extracting organized022

tuples containing information expressed in a sen-023

tence, identifying relations and their arguments.024

This task has numerous downstream applications025

ranging from Question Answering (Fader et al.,026

2014) to Text Comprehension (Stanovsky et al.,027

2015). The first method used to evaluate these sys-028

tems was to examine their output and manually029

determine whether the extracted tuples were ex-030

pressed in a given sentence. This method lacks the031

capacity to measure the recall of systems, or the032

proportion of the total sentence information that033

is captured by the extractors. This led to the cre-034

ation of different OIE benchmarks, consisting of035

annotations of all possible tuples from a corpus036

and a matching function establishing the concor-037

dance between extracted and annotated facts. Our038

analysis of the most recent benchmark BenchIE039

(Gashteovski et al., 2022) shows that although very040

well thought, its results are noisy and prone to bi- 041

ases, making its conclusion less trustworthy. 042

Contributions Our main contribution in this 043

work is the release of a new OIE benchmark, 044

BenchIEFL, that we created by re-annotating 045

BenchIE, correcting frequent errors, inconsisten- 046

cies and methodology limitations, resulting in 047

more concise, precise and pertinent annotations. 048

BenchIEFL benefits as well of a new matching 049

function that is more flexible, and which captures 050

more valid extractions, thus producing — as we 051

shall see — a fairer ranking of evaluated systems. 052

In doing so, we produce a number of useful re- 053

sources,1 including new guidelines for the OIE task, 054

both for sentence annotation and tuple matching. 055

This is necessary because of the lack of consensus 056

on these subjects. We compare seven OIE extrac- 057

tors systems — neural and non neural — and show 058

that believed state-of-the-art systems are not neces- 059

sarily the best. 060

This paper is organized as follows. In section 2, 061

we review some existing OIE systems and bench- 062

marks. We introduce issues with BenchIE in sec- 063

tion 3, leading us to define guidelines discussed in 064

section 4. In section 5 we characterize BenchIEFL, 065

a new version of BenchIE we annotated by follow- 066

ing our guidelines. Experiments are reported in 067

section 6 and we conclude in section 7. 068

2 Related Work 069

2.1 OIE Systems 070

Open information extraction systems vary in their 071

approaches to the task. Earlier systems are mostly 072

rule-based. These systems, like ReVerb (Fader 073

et al., 2011), ClausIE (Del Corro and Gemulla, 074

2013) or MinIE (Gashteovski et al., 2017) make 075

1We distribute 5 annotated references, annotation guide-
lines as well as the evaluation scripts we used for our various
experiments (Will be distributed upon acceptation)
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use of parts-of-speech tags, syntactical analysis076

and other grammatical characteristics to derive077

simple extraction rules. Newer systems are al-078

most exclusively using neural approaches, and be-079

longing to one of two distinct categories, either080

sequence-to-sequence or sequence tagging tech-081

niques. Sequence-to-sequence models, like Imo-082

jIE (Kolluru et al., 2020b) and M2OIE (Ro et al.,083

2020) output the original sentence one word at a084

time, as well as markers that delimit the arguments085

and relations, making use of copying and atten-086

tion mechanisms to output the original sentence087

words. Neural tagging models like OpenIE6 (Kol-088

luru et al., 2020a) and CompactIE (Fatahi Bayat089

et al., 2022) use different approaches but mainly090

focus on identifying relations initially, and then tag-091

ging other words as arguments related to identified092

relations. Models from both categories are typi-093

cally trained on bootstrapped data from previously094

released extractors selected with confidence scores095

and heuristics.096

Further information on those extractors, includ-097

ing implementation details are provided in Ap-098

pendix A.099

2.2 OIE Benchmarks100

The manual inspection of OIE systems output101

lacked the capacity to measure any kind of re-102

call. This led to the creation of the first complete103

OIE benchmark, OIE2016 (Stanovsky and Dagan,104

2016), created by automatically transforming two105

Question Answer Driven Semantic Role Labeling106

(QA-SRL) datasets (He et al., 2015) into an OIE107

benchmark, comprising 3200 sentences (from the108

Wall Street Journal and Wikipedia) and 10359 ex-109

tractions. The matching function used by OIE2016110

matches an extraction and an reference tuple if the111

grammatical head of both their arguments and their112

relation are the same.113

WiRE57 (Lechelle et al., 2019) is the following114

OIE reference, identifying limitations both in the115

conversion involved in OIE2016 and its matching116

function. The authors demonstrate that it is straight-117

forward to attack this benchmark with a dummy118

extractor that delivers the best results. They release119

a new benchmark made up of 57 expertly anno-120

tated sentences from Wikipedia and Reuters into121

343 tuples, and use token-level scoring, meaning122

that for each annotated tuple, the precision is mea-123

sured as the proportion of extracted words present124

in the annotations, and the recall, the proportion of125

annotated words present in the extractions. This126

reference is purposely criticized for its small size 127

of just 57 sentences. 128

The authors of CaRB (Bhardwaj et al., 2019) 129

proposed crowd-sourcing as a solution to the high 130

cost of manually annotating sentences. They re- 131

lease their reference of 2714 tuples from a subset 132

of 1200 sentences from OIE2016 annotated thanks 133

to Amazon Mechanical Turk. They also introduce 134

modifications to WiRE57’s scoring function elimi- 135

nating the penalties for long extractions and those 136

that combine information from multiple annotated 137

tuples. 138

To the best of our knowledge, the most re- 139

cently developed benchmark is BenchIE (Gash- 140

teovski et al., 2022) which is fact-centered, mean- 141

ing that it does not partially reward systems for 142

extracting some part of a fact, but instead evaluates 143

whether extracted and annotated facts are semanti- 144

cally equivalent. Its authors criticize CaRB mainly 145

in the way it scores system extractions; showing 146

that token-level scoring allows for incorrect ex- 147

tractions to be scored highly both in precision and 148

recall. To counter this, they propose to use a con- 149

servative exact matching function, meaning that 150

extractions that are identical to an annotated tuple 151

will count; allowing to measure the overall pre- 152

cision as the ratio of matched extractions to total 153

extractions, and the recall as the ratio of matched 154

annotations to total annotations. This notion of ex- 155

act match works because of the fact synset principle 156

that they introduce : instead of annotating only one 157

formulation of a given fact, they aim to list all pos- 158

sible formulations of the fact in a single synset or 159

cluster. Thus, if an extraction matches any of the 160

formulations of a synset, is it said to match that 161

cluster. They manually annotate 300 sentences 162

of the original OIE2016 dataset, resulting in 1354 163

clusters. 164

These benchmarks yield different conclusions 165

regarding the best performing extractors. This is be- 166

cause their annotation principles, text corpora and 167

matching functions are all different. Recently, Pei 168

et al. (2023) made recommendations for assisting 169

in deciding the best (neural) extractor for a given 170

downstream task, and which benchmarks’ charac- 171

teristics better correlate with it. While we agree 172

that ultimately, we should test extractors on specific 173

tasks (which we also revisit in Section 6.2), there 174

is a need for sound references that will help ap- 175

preciating limitations of current extraction technol- 176

ogy, hopefully leading to better extractors. In their 177

study, Pei et al. (2023) rejected BenchIE in com- 178
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Error type Annotation
For example , when two such hydrophobic particles come very close , the clathrate-like baskets surrounding them merge

Missing Fact (when two such hydrophobic particles – come very close –
[the] clathrate-like baskets surrounding them merge)

False Fact (two [such] hydrophobic particles – come – [very] close)
They held the first Triangle workshop in 1982 for thirty sculptors

and painters from the US , the UK and Canada at Pine Plains , New York .
Irrelevant fact (They – held [the] [first] Triangle workshop in – 1982)

Double annotation

Cluster 10
(They – held [the] [first] Triangle workshop at – [Pine Plains] New York)
Cluster 12
(They – held [the] [first] Triangle workshop at – New York)

Double meaning
Cluster 3
(They – held [the] [first] Triangle workshop – for [thirty] painters from [the] US)
(They – held [the] [first] Triangle workshop – for [thirty] painters from Canada)

Table 1: Illustration of error types found in a sample of BenchIE. Square brackets indicate words that are optional
when matching facts.

paring benchmarks,2 while our inspections make179

us believe it is the most well-though benchmark.3180

3 Issues with BenchIE181

By inspecting a (random) sample of 50 sentences of182

BenchIE - hereafter referred to as B50 - we noticed183

a number of issues we think worth being taken care184

of for more meaningful comparisons of extractors.185

3.1 Annotation problems186

We identified five error types that are illustrated in187

Table 1.188

Missing fact A fact is missing from the reference.189

This may be due to the lack of inference in BenchIE190

(see section 4.1), or from oversight or omission.191

The example shows the main information piece192

from the sentences and no formulation of that fact193

is present in the annotated clusters. This fact is not194

a case of inference, it is simply missing from the195

annotations.196

False fact A fact in the reference is false, or not197

necessarily implied by the sentence. The example198

shows a fact that is false because it lacks the men-199

tion that hydrophobic particles can come very close200

(when baskets surrounding them merge), instead201

conveying the fact that they do.202

2On the grounding that it is a fact-centered benchmark,
which we see as a positive characteristic.

3Our review of existing benchmarks is not exhaustive. In
particular, ReOIE2016 (Zhan and Zhao, 2019) and LSOIE
(Solawetz and Larson, 2021) have been proposed as updated
versions of OIE2016, but they both use the same matching
function, which has been largely criticized.

Irrelevant fact A fact in the reference lacks rel- 203

evance, because of missing context or other infor- 204

mation. In the example, without the optional the 205

first, the fact is not relevant because the year of the 206

event is associated with it being the first. 207

Double annotation Two clusters have at least 208

one formulation that expresses the same informa- 209

tion. The example shows two clusters being exactly 210

the same without the optional words. The optional 211

words in cluster 10 should be New York and not 212

Pine Plains. 213

Double meaning A single cluster has at least 214

two formulations that express different information. 215

The example shows two formulations of the cluster 216

3 conveying very distinct information. 217

Table 2 shows the number of sentences in B50 218

for which a cluster or a formulation shows a given 219

error type. We observe that more than half the 220

sentences have one or more missing facts. In many 221

cases, this is because of inference (see section 4.1), 222

but some facts have simply been omitted. Both 223

irrelevant or false facts are present in about a third 224

of the sentences.These high frequency of issues 225

in BenchIE show the need for a more thorough 226

annotation of the original sentences. These new 227

annotations need to be motivated and conducted 228

by solid guidelines that are typically lacking in the 229

OIE task. 230

3.2 Matching problem 231

232

Alongside the errors found in BenchIE’s annota- 233

tions, we annotated facts output by ReVerb, ImojIE, 234
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OpenIE6, and CompactIE and found many cases235

were a system made an extraction that in our eye236

was valid and should match an annotated fact that237

was not matched by the exact match used in the238

BenchIE benchmark. This is because while Gash-239

teovski et al. (2022) argue that they listed all possi-240

ble valid formulations of a given fact in each cluster,241

we find that this is not the case (and we argue that242

this is in practice very hard to do).243

In the 50 sentences of B50, we found 26 (52%)244

sentences with at least one fact from one of the245

extractors that was not matched when it should246

have. Because of this, we develop a new matching247

function aiming to capture more matches between248

extracted and annotated tuples.249

Error type Count %
Missing Fact 26 52

False fact 15 30
Irrelevant fact 32 64

Double annotation 28 56
Double meaning 15 30

Table 2: Count of sentences with a given error type in
the 50 sentences of B50 in BenchIE.

4 Guidelines250

4.1 Annotation Guidelines251

Few principles are universally accepted by OIE252

benchmarks and systems authors. Here, we try253

to list crucial principles that make most sense for254

OIE output to be useful for downstream tasks, and255

aim for those to guide annotation of our and future256

references. Our full annotation guidelines, along257

with examples illustrating the principles can be258

found in Appendix H. Examples for the following259

principles are shown in Table 3.260

Informativity Tuples should be informative and261

not contain generalities. This is a general princi-262

ple, meaning that as long as a tuple contains an263

information expressed in the sentence and that it264

respects all other principles, it should be included265

in the annotations. In the negative example, the266

second argument living is not informative, thus that267

fact should not be annotated.268

Minimality Each tuple should be minimal, mean-269

ing that it can not be separated into multiple distinct270

tuples. The faulty annotation in line 2 of Table 3271

combines three facts, and should therefore not be272

annotated.273

Exhaustivity The set of tuples for a given sen- 274

tence should cover all pieces of information ex- 275

pressed in the sentence. At the cluster level, all of 276

the possible formulations for which any of the ar- 277

guments or the relation is different should be listed. 278

In the example, all the types of writing that He has 279

done should be annotated in separate clusters. 280

Relation Completness Relations are responsi- 281

ble for the information; as such they should be 282

complete, meaning that the information in the ar- 283

guments do not change the core meaning of the 284

relation. In the example, the negative fact should 285

not be annotated because its relation, is, is not com- 286

plete, its meaning is modified by the word over in 287

the second argument. 288

Inference We define inferred tuples as facts that 289

are implied by the sentence (true if the sentence is 290

true), but for which the relation linking the argu- 291

ments is not present in the text. Inference should 292

be carried out because it is useful in downstream 293

tasks such as QA or knowledge base (KB) popu- 294

lation (Gashteovski et al., 2020). However, limits 295

should be set in regards to the information inferred. 296

These nuances are explained in detail in the com- 297

plete guidelines but simply put, tuples that can be 298

inferred without needing complex reasoning or ex- 299

ternal knowledge should be annotated. In the last 300

example of Table 3, the tuple is included because it 301

is clearly implied by the sentence. 302

4.2 Matching Guidelines 303

To guide which extracted tuples should match with 304

which annotated clusters, we need matching guide- 305

lines. Exactly identical extraction and annotation 306

should obviously match but other nuances exist and 307

should be made clear. The following principles aim 308

to illustrate these nuances and examples are shown 309

in Table 5. Our full matching guidelines can be 310

found in Appendix I. 311

Relation specificity The extracted and annotated 312

relations should be as specific, meaning that prepo- 313

sitions and linking words should not be arbitrarily 314

placed in the arguments or in the relation. In the ex- 315

ample, the relation was thrown is not as precise and 316

complete as the annotated relations and its meaning 317

is changed by the words out of in the second argu- 318

ment, thus the extraction should not be matched. 319

Word choice Certain extractions may contain 320

syntax errors, misplaced words or other word 321

choices that are different to those of the annotations. 322
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Principle Sentence Annotations

Informativity Alex lived in Paris and is now living in Cologne.
✓ (Alex – is now living in – Cologne)
✗ (Alex – is now – living)

Minimality The group was created in 2020 by three people.

✓ (The group – was – created)
✓ (The group – was created in – 2020)
✓ (The group – was created by – three people)
✗ (The group – was created – in 2020 by three people)

Exhaustivity
He has written several newspaper
and magazine opinion pieces.

✓ (He – has written – [several] pieces)
✓ (He – has written – [several] opinion pieces)
✓ (He – has written – [several] newspaper pieces)
✓ (He – has written – [several] magazine pieces)

Relation completeness Tokyo’s population is over 13 millions.
✓ (Tokyo’s population – is over – 13 millions)
✗ (Tokyo’s population – is – over 13 millions)

Inference
‘My classical way’ was released in 2010
on Marc’s own label, Frazzy Frog Music.

✓ (Marc’s [own] label – is – Frazzy Frog Music)

Table 3: Illustration of annotation principles. Facts in green (preceded by a check mark) should be included in the
annotation, while facts in red (preceded by an cross mark) should not.

These are not inherently bad but if they affect the323

sense of the extraction, then the extraction should324

not match. The example shows the case were even325

if the extraction and the annotation do not use the326

same determiner (an and the), they both convey the327

same meaning, i.e. that He is older than his brother.328

Level of detail Many system extractions carry329

information from more than one annotated tuple.330

We want to match these extractions only if the ex-331

traction combines information from no more than332

two clusters, otherwise, we consider it too noisy333

for a downstream task. The example shows extrac-334

tions that combine information from two and from335

three clusters respectively. The negative example336

is noisier since its third argument is too long and337

lacks preciseness.338

5 BenchIEFL
339

Following our new annotation guidelines, the first340

author of this paper annotated BenchIE’s original341

sentences resulting in BenchIEFL, a re-annotated342

corpus of 300 sentences. This annotation effort343

was made using the AnnIE annotation platform344

(Friedrich et al., 2022).345

Different statistics of both benchmarks are re-346

ported in Table 4. First, we annotate more facts in347

total, that is, a higher average number of clusters348

per sentence. This is because we include inferred349

information and follow the minimality principle350

(meaning that we divide the information as much351

as possible). Second, we annotate (far) fewer for-352

mulations per cluster, both because relationship353

specificity is of great importance in our guide-354

lines, and because we don’t rely on an exact match355

function (see Section 5.2), so there is no need for356

BenchIEFL to list all possible formulations of the 357

same fact. Third, we note that on average, our an- 358

notations are shorter; again due to the minimality 359

principle. On the other hand, the mean lengths of 360

the relations are more or less equivalent, due to our 361

desire to preserve the specificity of the relations. 362

Appendix G shows an example highlighting differ- 363

ences in both annotations of the same sentence. 364

BenchIEFL BenchIE
Total clusters 1798 1354
Avg cluster/sentence 6 4.5
Avg formulation/cluster 3 6
Avg formulation length 10.6 12.5
Avg relation length 3.9 4.0

Table 4: Annotation statistics of BenchIE and our re-
annotated version: BenchIEFL.

5.1 Manual evaluation 365

Since all of our annotations are carried out by a 366

single annotator, we set out to validate them using 367

another non-author annotator. We present the anno- 368

tator with sentences of B50 and their annotations 369

from both sets of annotations (25 each), and then 370

ask them to (blindly) annotate : exhaustivity by in- 371

dicating if a set of annotations for a given sentence 372

fail to covers all the facts expressed, minimality 373

by indicating clusters that can be separated into 374

several (smaller) clusters, and relation complete- 375

ness by marking relations that are modified by their 376

arguments or that do not hold on their own. 377

The results of the validation experiment are pre- 378

sented in Table 6. We observe that for minimality 379

and relation completeness, the annotator found our 380
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Principle Sentence Annotations

Relation specificity The party was thrown out of the government.
(The party – was – thrown out of [the] government)
(The party – was thrown out of – [the] government)
✗ (The party – was thrown – out of [the] government)

Word choice He is the older brother of Alex.
(He – is – [an] older brother)
✓ (He – is – the older brother)

Level of detail Alex broadcasts a web series Music on a website.

(Alex – broadcasts, [a] web series)
(Alex – broadcasts, Music)
(Alex – broadcasts Music on, a website)
✓ (Alex – broadcasts – Music on a website)
✗ (Alex – broadcasts – a web series Music on a website)

Table 5: Examples of matching principles. Annotated facts are in black, facts in green (preceded by a check mark)
should be matched to the annotations, while facts in red (preceded by a cross mark) should not.

annotations to follow the guidelines much more381

closely. For exhaustivity, to make a fair comparai-382

son between both sets of annotations regarding in-383

ference, we removed tuples from BenchIEFL that384

could not be worded using words from the sen-385

tence. Of the 9 sentences out of which the anno-386

tator found missing facts, 5 of them were inferred387

facts initially present in our annotation that we had388

removed. Considering this, we find that our anno-389

tation to have less than half the missing facts found390

in BenchIE. See Appendix C for more analysis.391

BenchIEFL BenchIE
Non-exhaustive sentences 9 (36%) 9 (36%)
Non-minimal sentences 3 (12%) 16 (64%)
Incomplete relation sentences 4 (16%) 14 (56%)

Table 6: Validation statistics. Non-minimal sentences
are those with at least one non-minimal annotation, and
incomplete sentences are sentences with at least one
cluster whose relation is incomplete.

5.2 Matching function392

We set out to develop a new matching function that393

captures more matches than the exact matching394

used in BenchIE. In order to evaluate this match-395

ing function, we annotate the extractions produced396

by the seven systems introduced in Section 2.1 for397

the 50 sentences of B50, and indicate for each ex-398

traction the index of the cluster it should match to399

according to our matching guidelines; an extraction400

that should not match is marked by 0. Examples401

of such annotations are provided in Table 7. The402

resulting resource, named BenchIEFL
match contains403

9400 extraction-annotation pairs, 96.8% of which404

have no associated cluster.405

We did similarly with the sentences of Wire57406

(Lechelle et al., 2019) in order to get an out-407

domain set of matches to eventually train a match-408

ing function on, leading to WiRE57FL
match, a collec-409

tion of 10973 extraction-annotation pairs (97.5% 410

non-match). Note that this required to first trans- 411

form the annotations of Wire57 into the BenchIE 412

format (since it is not annotated with clusters of 413

facts) and insuring that the resulting annotations 414

satisfy our annotation guidelines. Since Wire57 is 415

a benchmark which gained in popularity lately, we 416

also share WiRE57FL, the resulting resource. 417

While annotating WiRE57FL
match, we gathered 418

three simple types of heuristics that we found use- 419

ful for accommodating extractions that merge in- 420

formation from several clusters. 421

Alternative formulations (AF) In two specific 422

(yet frequent) situations, do we credit an extraction 423

which does not match a reference cluster because 424

it regroups information in two clusters: when its 425

relation is reducible4 to is, and when one of its 426

argument contains a coordinate conjunction and. 427

Implementation details are provided in Appendix B, 428

but as an illustration, the tuple (He – is a – Cana- 429

dian musician) might yield to two alternatives (He 430

– is – Canadian) and (He – is a – musician), that 431

will more likely (exact) match the reference. 432

Level of detail Matching (LoD) We match an 433

extraction which linearization5 is verbatim the one 434

of a reference formulation and which one of its 435

argument and its relation are also present in another 436

cluster. A typical example is illustrated in Table 5 437

where the candidate tuple (Alex – broadcasts – 438

Music on a website) is matched because it has the 439

same linearization as the reference tuple (Alex – 440

broadcasts Music on – a website) and Alex, and 441

broadcast are found in the second cluster: (Alex 442

– broadcast – Music) in the corresponding slots. 443

4We say r reduces to r′, if removing optional words from
r leads to r’.

5By linearization of a tuple, we mean the string obtained
by concatenating in that order arg1, relation and arg2.
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System extraction Annotation cluster Match
(He – served as first Prime Minister of – Australia) (He – served as – [the][a] Prime Minister) 0
(He – became – founding justice of High Court of Australia) (He – became – [a] founding justice) 1

Table 7: Examples of matching annotations. Index of clusters are not relevant here.

Punctuation (Punc) We carry out matching re-444

moving all punctuation characters and lowercasing445

strings. This is because we have not listed all possi-446

ble combinations of capitalization and punctuation447

in our annotations, and consider we should not.448

Matching function WFL
m BFL

m

Exact Match (EM) 0.85 0.83
EM + AF 0.87 0.87
EM + LoD 0.86 0.87
EM + AF + LoD 0.92 0.96
EM + AF + LoD + Punc 0.93 0.97
Perceptron 0.97 0.86
Random forest 0.90 0.85

Table 8: F1 of various matching functions. WFL
m and

BFL
m stand for WiRE57FL

match and BenchIEFL
match respec-

tively.

The F1 score of various matching functions on449

both WiRE57FL
match and BenchIEFL

match is reported450

in Table 8. We observe that the exact match func-451

tion is outperformed by the heuristics we described,452

and that using them all leads to the best perfor-453

mance overall on both sets. We also train classifiers454

on WiRE57FL
match, both multi-layer perceptrons and455

random forests using LightGBM on different sets456

of features, ranging from matching word counts457

and similarity metrics to specific word usage and458

token-level matching scores, with a total of over459

50 features created. While the perceptron performs460

very well on the data set it has been trained on, it461

does not generalize much better than the random462

forest classifier on BenchIEFL
match, and both classi-463

fiers significantly underperform the best heuristic-464

based matching functions. Therefore we selected465

(EM + AF + LoD + Punc) as our default match-466

ing function in the evaluation toolkit accompany-467

ing BenchIEFL. We further verify in Appendix D,468

that the ranking of systems thanks to our scoring469

function correlates better than other scoring func-470

tions to the ranking obtained by evaluating systems471

based on the (manual) matching annotations we472

conducted.473

6 Experiments 474

We use the default configuration for the 7 extractors 475

mentioned in Section 2.1 without attempting to 476

optimize them for specific benchmarks. Pei et al. 477

(2023) observed that optimizing such systems do 478

not lead to significative performance differences.

Figure 1: System performance by benchmarks, using the
score provided by scoring function of each benchmark.

479

6.1 Benchmark comparison 480

We can compare benchmarks by the different sys- 481

tem rankings they lead to. Figure 1 shows perfor- 482

mances of tested systems on the four aforemen- 483

tioned benchmarks, using the evaluation toolkit 484

coming along with each benchmark. 485

We observe that WiRE57, BenchIE and 486

BenchIEFL all have fairly similar rankings while 487

CaRB identifies very different top performers (IMo- 488

jIE and M2OIE). Certain similarities can be ob- 489

served between the results obtained by BenchIE 490

and our reference, both of which rank MinIE as 491

the best-performing system. On the other hand, 492

for virtually all other systems, there are (major) 493

differences between their final rankings accord- 494

ing to these two references. While no fine-tuning 495

has been performed on these systems and we sim- 496

ply used their default configurations, it is still re- 497

markable that both recent state-of-the art bench- 498

marks, BenchIE and CaRB largely overestimate 499

neural models compared to BenchIEFL. In fact, we 500

observe that neural networks by the virtue of the 501

datasets they have been trained on, have a tendency 502
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passage: the internal frame backpack is a recent innovation , invented in 1967 by greg
lowe, who went on to found lowe alpine and lowepro, companies specializing in backpacks and
other forms of carrying bags for various equipment
question: when was the backpack invented ?

WebAssertions (a recent innovation – invented – in 1967 – by greg lowe)
WebAssertionsFL ([the] [internal frame] backpack – [was]/[be]/[is] invented in – 1967)

Table 9: Question-Passage-Answer triples from WebAssertions and WebAssertionsFL.

of copying large chunks of input texts,6 that often503

lead to non informative tuples. See Appendix E.504

6.2 ABQA Experiment505

Ultimately, OIE extractions, and thus systems,506

are only useful in downstream applications. This507

means that a useful benchmark’s rankings should508

follow closely the rankings obtained by evaluating509

OIE extractions usefulness in these downstream510

tasks. To test whether this is the case for our511

reference, we study a task that directly uses OIE:512

Assertion-Based Question Answering (Yan et al.,513

2018). In ABQA, the input is a passage of a514

few sentences and a question, and the output is515

the answer to that question identified in the pas-516

sage. Yan et al. (2018) created an ABQA reference,517

WebAssertions by using ClausIE to extract all facts518

from the passages and then asking annotators to519

identify extractions answering the given question.520

Table 9 shows an example of a triple from We-521

bAssertions. We found many tuples in it that are522

too long or even fail to answer the question. Thus,523

we re-annotated the 100 first passage-question pairs524

of WebAssertions, following the BenchIE format525

and listing all clusters that can answer the ques-526

tion. We distribute the resulting resource named527

WebAssertionsFL, an example of which being in528

Table 9.529

We run all tested systems on the passages of530

WebAssertionsFL, using our matching function to531

match extractions of systems to annotations, and532

use those matches to compute scores for the ABQA533

benchmark, giving systems one point for a given534

sentence if one of their extractions match any ref-535

erence cluster. The scores of tested systems are536

reported in Table 10, along with their rank. Here537

again, MinIE outperform other extractors.538

We compute Pearson product-moment corre-539

lation coefficients between this ranking and the540

one obtained using OIE benchmarks and observe541

6IMojIE and M2OIE produce tuples with an average num-
ber of words of 13.4 and 12.2 respectively, while for instance,
ReVerb produces tuples of 7.5 words on average.

System Score System Score
ReVerb 0.23 (2) IMojIE 0.17 (4)
ClausIE 0.18 (3) OpenIE6 0.17 (5)
MinIE 0.27 (1) M2OIE 0.16 (7)
CompactIE 0.17 (6)

Table 10: Scores (and rank) of systems on
WebAssertionsFL.

(see Table 15 in Appendix F) that BenchIEFL has 542

the highest correlation for the scores on this spe- 543

cific downstream task, leading us to hypothesize 544

that BenchIEFL is a better indicator of real perfor- 545

mances of extractors on downstream tasks. 546

7 Discussion 547

We propose 5 new annotated resources: 2 annotated 548

OIE corpora (BenchIEFL and WiRE57FL) totaliz- 549

ing 357 annotated sentences, 2 sets of matching 550

annotations (BenchIEFL
match and WiRE57FL

match) for 551

a total of 107 sentences and extractions produced 552

by 7 systems, and one annotated ABQA reference 553

WebAssertionsFL. We also propose new guidelines 554

for the OIE task, both for the annotation of tuples 555

and the matching of candidate extractions. We 556

also deliver noticeable improvements on the exact 557

matching function, while not compromising the 558

principles behind BenchIE. 559

Thanks to those resources, we conduct a mean- 560

ingful comparison of of-the-shelve extractors, 561

showing that plain old technology is still compet- 562

itive. Finally we conduct a study that shows on a 563

downstream task that our benchmark better reflects 564

the performance of OIE systems on this task. 565

There are a number of avenues worth pursuing 566

along this work. We would like to measure how 567

well BenchIEFL correlates to other downstream 568

tasks. Annotating more sentences is also of interest, 569

especially in other languages. 570

8



Limitations571

BenchIEFL aims to correct some of the shortcom-572

ings of BenchIE. However, it still has some limita-573

tions.574

• While it contains a fair number of sentences to575

draw conclusions about which OIE systems to576

use, it lacks the needed size to be useful in train-577

ing models. Annotation of sentences requires578

a lot of effort, but adding to our 357 total anno-579

tated sentences (BenchIEFL + WiRE57FL) would580

likely be useful.581

• We believe our annotations to be more rigorous582

than previous ones. Still, it is likely that some583

mistakes were made and should be corrected. It584

would have been great (but out of the scope of585

this work) to enrol more annotators to measure586

their agreement while annotating according to our587

guidelines.588

• Even if the matching function we propose is589

more performant than the exact match function of590

BenchIE, it still lacks some flexibility. We were591

not able to train a better classifier, but some dif-592

ferent features or methods may outperform our593

custom function.594

• Still, BenchIEFL, like most of OIE benchmarks,595

is only available in English.596
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A Implementation details740

We used implementations of various systems and741

benchmarks in order to test and compare them to742

each other. Here is a brief description of the sys-743

tems we used:744

ReVerb This system uses regular expressions745

to extract candidate facts and a simple feature-746

based classifier to filter duplicates and non-useful747

tuples.7748

ClausIE This system uses grammatical analysis749

to create clauses, or minimal sentences and ex-750

tracts tuples based on those clauses and their type.751

We could not find a working implementation of752

ClausIE so we used a simple script to generate753

extraction from a web page providing an API to754

demonstrate the system’s capabilities.8755

MinIE This system is built on top of ClausIE,756

adding more patterns to identify clauses and mod-757

ifying final extractions to be minimal and have758

more solid relations. We used a Python wrapper759

of the official implementation.9760

ImojIE This system is a sequence to sequence761

model using a BERT encoder, trained on extrac-762

tions from OpenIE4, RnnOIE and ClausIE.10763

OpenIE6 This system is a succesor to OllIE, and764

it is a grid-labelling model built on BERT embed-765

dings with syntaxic and grammatical constraints766

used at inference time trained on boot-strapped767

ImojIE extractions.11768

M2OIE This system is one of the only multilin-769

gual system, only needing corresponding lan-770

guage BERT models, that works by first extract-771

ing relations and then extracting related argu-772

ments in a sequence-to-sequence architecture. 12773

CompactIE This systems works by extracting774

constituents (arguments and relations) and link-775

ing them using a neural classifier, and is trained to776

output compact, or minimal extractions by adding777

constraints on the extraction components.13778

7http://reverb.cs.washington.edu/
8https://gate.d5.mpi-inf.mpg.de/ClausIEGate/

ClausIEGate/
9https://github.com/mmxgn/miniepy

10https://github.com/dair-iitd/imojie
11https://github.com/dair-iitd/openie6
12https://github.com/youngbin-ro/Multi2OIE
13https://github.com/FarimaFatahi/CompactIE

All systems were ran on an Apple M2 processor. 779

Most systems had dependencies issues out of the 780

box and significant effort was needed to make them 781

work as expected. Since our datasets were quite 782

small, CaRB being the largest with 1200 sentences, 783

computation time was not an issue, although all 784

neural systems needed far more time to extract facts 785

than tule-based systems. ImojIE was the slowest of 786

systems, needing more than four hours to run on 787

CaRB’s test set. 788

Regarding the benchmarks we have been using: 789

WiRE57 : This benchmark is comprised of a 790

small, expertly annotated corpus of 57 sentences 791

and uses a token-level matching function.14 792

CaRB : This benchmark is a crow-sourced annota- 793

tion of 1200 sentences, and also uses a token-level 794

scoring function. We used the test set which is 795

made up of a total of 640 sentences.15 796

BenchIE : This benchmark uses clusters or 797

synsets to group all formulations of a single fact, 798

allowing usage of an exact matching function. It 799

is made up of 300 manually annotated sentences. 800

We used the default facet.16 801

B Matching function 802

B.1 Alternative formulations 803

Here we explain the details of implementation of 804

the alternative formulations we introduce in section 805

5.2. The aim of these alternative formulations is 806

to match extractions to annotations even when an 807

exact match does not show correspondence. We 808

introduce the notion of rewriting pairs (A,B) where 809

we authorize an argument of an extraction that con- 810

tains both A and B to be rewritten by removing 811

either A or B. We called these modified extractions 812

alternative formulations 813

We identify two cases where alternative formu- 814

lations can be generated safely: in extractions with 815

the relation is, and in those where an argument 816

contains the token and. In the first case, we collect 817

from the reference all pairs (A,B) from formula- 818

tions (A,r,B) where r reduces to is,17 while in the 819

second case, we collect pairs (A,B) whenever we 820

have two tuples (E,rel,A) and (E,rel,B) in the ref- 821

erence. Table 11 shows an example of how these 822

14https://github.com/rali-udem/WiRe57
15https://github.com/dair-iitd/CaRB
16https://github.com/gkiril/benchie
17We say r reduces to r′, if removing optional words from

r leads to r’.
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pairs are generated from a sample annotation and823

extraction and how they can match annotations.824

B.2 Scoring extractions825

If a candidate extraction does not exact match a826

reference cluster, we consider alternative extrac-827

tions obtained by rewriting pairs and give credit to828

the original extraction if one of those alternatives829

exact match the reference. We only consider the830

first matching alternative and its associated clus-831

ter for the computation of precision and recall as832

to not overly reward extractions for combining in-833

formation and thus not respecting the minimality834

principle.835

Chilly Gonzales is a Canadian musician who
lived in Paris, France and in Cologne, Germany.

Annotations:
(Chilly Gonzales – lived in – Paris)

(Chilly Gonzales – lived in – Cologne)

(Chilly Gonzales – is – Canadian)

(Chilly Gonzales – is [a] – musician)
Rewriting pairs:
is : (Canadian – Musician)
and : (Paris – Cologne)
Extraction:
(Chilly Gonzales – is a – Canadian musician)

Alternative formulations:
(Chilly Gonzales – is – Canadian)
(Chilly Gonzales – is – musician)
Extraction:
(Chilly Gonzales – lived in – Paris and Cologne)

Alternative formulations:
(Chilly Gonzales – lived in – Paris)
(Chilly Gonzales – lived in – Cologne)

Table 11: Alternative formulation generation example

C About inferred clusters836

Since our annotation and BenchIE’s differ largely837

in handling of inference, we present a modified838

version of our annotation set for which the original839

annotator transformed the inferred clusters to use840

only words present in the original sentence (light841

inference) and removed the inferred clusters that842

could not be modified as such (heavy inference).843

This modified annotation is what is presented to 844

the annotator when comparing ours and BenchIE’s 845

annotations in section 5.1, in order to give a fair 846

comparison in regards to exhaustiveness given that 847

BenchIE’s annotation does not contain inference, 848

other than in some very rare cases. Statistics re- 849

garding this modification and the use of inference 850

in both references are presented in Table 12. We 851

observe that in our original annotation, we had 22 852

annotated clusters that were instances of heavy in- 853

ference which we were not able to transform into 854

light inference and had to be removed, while 22 of 855

them could be transformed. We also observe that 856

BenchIE has very few instances of inference. This 857

is because they decide to only annotate facts for 858

which the relation is verbatim in the text, although 859

we did find a few instances of light inference. 860

BenchIEFL Modified BenchIE
Total clusters 139 117 119
Inferred clusters 47 (34%) 25 (21%) 3 (2.5%)
Heavy inference 44 (32%) 0 0
Light inference 3 (2%) 25 (21%) 3 (2.5%)

Table 12: Inference statistics

D Comparison of scoring functions 861

Using our manual matching annotations, we com- 862

pute theoretical scores and rankings for tested sys- 863

tems. We then compute scores and rankings us- 864

ing the different matching scores and functions of 865

previous benchmarks. We compare these match- 866

ing methods by computing their Pearson product- 867

moment correlation coefficients with the manual 868

rankings on BenchIEFL
match (See Table 13). We ob- 869

serve that token-level matching has very low corre- 870

lation and that while both BenchIE’s exact match 871

and our Custom Match have similar scores, ours 872

correlates to a greater degree. 873

Matching function
Correlation with
manual rankings

WiRE57 0.219
BenchIE 0.961
Custom Match 0.997

Table 13: Pearson product-moment correlation between
rankings obtained by matching functions and manual
rankings on BenchIEFL

match
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E Neural system scores874

Here we try to demonstrate why neural approaches875

get lower scores on our benchmark than on others.876

First we compare lengths of extractions by systems877

in Table 14, were we see that neural approaches878

all have longer mean extraction length compared879

to rule-based systems, except for CompactIE wich880

has been specifically trained to output compact ex-881

tractions. We also see that our two best performing882

systems, MinIE and ReVerb have the shortest ex-883

tractions. We hypothesize that they obtain the high-884

est scores in part because they are most capable at885

precisely separating facts into minimal extractions,886

which is something that neural systems fail to do.887

This is illustrated in Table 16 were we show all888

extractions for all systems on a given sentence. We889

see that both ImojIE and M2OIE, neural systems,890

make extremely long and useless extractions, re-891

copying almost the whole sentence. We observed892

that neural systems have a tendency to recopy large893

parts of the input sentences without being able to894

accurately separate facts. We hypothesize that this895

is because they have been trained on non-minimal896

and relation-complete extractions.897

System Mean extraction length (# words)
ReVerb 7.5
ClausIE 10.9
MinIE 7.9
ImojIE 13.4
OpenIE6 12.2
M2OIE 12.2
CompactIE 9.3

Table 14: Extraction length by system

F Downstream task comparison898

This section is a complement to the ABQA exper-899

iment in section 6.2 where we evaluated the per-900

formance on OIE systems on a downstream task.901

We computed these ABQA rankings and can then902

compute Pearson product-moment correlation co-903

efficients between them and the rankings obtained904

on different benchmarks, using their default evalu-905

ation tool-kits. Table 15 shows these correlations.906

We observe that the ABQA rankings correlate very907

strongly with the rankings obtained on BenchIEFL908

compared to how it correlates with the rankings of909

other benchmarks. We can say that our reference is910

a better indicator of OIE systems performance on911

the ABQA task and can hope that this is the case 912

for a majority of OIE’s downstream tasks. 913

Benchmark Correlation with ABQA Scores
WiRE57 0.044
CaRB -0.649
BenchIE 0.616
BenchIEFL 0.940

Table 15: Correlation between system scores on bench-
marks and on WebAssertionsFL.

G Annotation Examples 914

Table 17 shows differences between our annotation 915

and BenchIE’s original annotations for the same 916

sentences. We see that our annotation has a lot 917

more clusters, partly because of our inclusion of 918

inference but also because of the minimality princi- 919

ple that guides us to annotate the fact (My Classical 920

Way – was – released), which is not annotated 921

in BenchIE. We also see that BenchIE’s annotation 922

contain a lot of different formulations of the same 923

fact, most of which we do not consider to be valid 924

because of relation integrity. 925
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His son , John Crozier , Jr. , was an early aviation pioneer who began building a human-powered
flying machine in the 1890s , but was killed in a feud in Grainger County before he could complete it .

System Extractions

ReVerb

(John Crozier – was – an early aviation pioneer)
(an early aviation pioneer – began building – a human-powered flying machine)
(the 1890s – was killed in – a feud)
(he – could complete – it)

ClausIE

(His – has – son)
(His son – is – John Crozier)
(John Crozier – is – Jr.)
(His son – was – an early aviation pioneer)
(an early aviation pioneer – began –
building a human-powered flying machine in the 1890s)
(an early aviation pioneer – began – building a human-powered flying machine)
(an early aviation pioneer – was killed –
in a feud in Grainger County before he could complete it)
(an early aviation pioneer – was killed – in a feud in Grainger County)
(he – could complete – it)

MinIE

(His – has – son)
(son – is – John Crozier)
(John Crozier – is – son)
(John Crozier – is – Jr.)
(son – was – early aviation pioneer)
(early aviation pioneer – began building human-powered flying machine in –
the 1890s)
(early aviation pioneer – began – building human-powered flying machine)
(early aviation pioneer – was killed in feud in – Grainger County)
(he – complete – it)

ImojIE

(His son – was –
an early aviation pioneer who began building a human-powered flying machine
in the 1890s , but was killed in a feud in Grainger County)
(he – could complete – it)

OpenIE6

(His son – was –
an early aviation pioneer who began building a human-powered flying machine in the 1890s)
(an early aviation pioneer – began –
building a human-powered flying machine in the 1890s)
(an early aviation pioneer – was killed –
in a feud in Grainger County before he could complete it)
(he – could complete – it)
(an early aviation pioneer – began building – a human-powered flying machine in the 1890s)

M2OIE

(His son , John Crozier , Jr. – was –
an early aviation pioneer who began building a human-powered flying machine in the 1890s ,

but was killed in a feud in Grainger County)
(an early aviation pioneer – began building – a human-powered flying machine in the 1890s)
(an early aviation pioneer – was killed – in a feud in Grainger County)
(he – could complete – it)

CompactIE
(John Crozier – was – an early aviation pioneer)
(an early aviation – was killed – in a feud in Grainger County)
(an early aviation – could complete – it)

Table 16: Extraction examples
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“ My Classical Way ” was released on 21 September 2010 on Marc ’s own label , Frazzy Frog Music .
BenchIE’s annotatios BenchIEFL’s annotations

Cluster 1:
[‘ ‘] My Classical Way [’ ’] – was released on – 21 September 2010
[‘ ‘] My Classical Way [’ ’] – was – released on 21 September 2010
[‘ ‘] My Classical Way [’ ’] – was released – on 21 September 2010
[“] My Classical Way [”] – was released on – 21 September 2010
[“] My Classical Way [”] – was – released on 21 September 2010
[“] My Classical Way [”] – was released – on 21 September 2010
“My Classical Way” – was released on – 21 September 2010
“My Classical Way” – was – released on 21 September 2010
“My Classical Way” – was released – on 21 September 2010

Cluster 2:
[‘ ‘] My Classical Way [’ ’] – was released on – Marc ’s [own] label
[‘ ‘] My Classical Way [’ ’] – was – released on Marc ’s [own] label
[‘ ‘] My Classical Way [’ ’] – was released – on Marc ’s [own] label
[‘ ‘] My Classical Way [’ ’] – was released on – Frazzy Frog Music
[‘ ‘] My Classical Way [’ ’] – was – released on Frazzy Frog Music
[‘ ‘] My Classical Way [’ ’] – was released – on Frazzy Frog Music
[“] My Classical Way [”] – was released on – Marc ’s [own] label
[“] My Classical Way [”] – was – released on Marc ’s [own] label
[“] My Classical Way [”] – was released – on Marc ’s [own] label
[“] My Classical Way [”] – was released on – Frazzy Frog Music
[“] My Classical Way [”] – was – released on Frazzy Frog Music
[“] My Classical Way [”] – was released – on Frazzy Frog Music
“My Classical Way” – was released on – Marc ’s [own] label
“My Classical Way” – was – released on Marc ’s [own] label
“My Classical Way” – was released – on Marc ’s [own] label
“My Classical Way” – was released on – Frazzy Frog Music
“My Classical Way” – was – released on Frazzy Frog Music
“My Classical Way” – was released – on Frazzy Frog Music

Cluster 1:
[‘] [‘] My Classical Way [”] – was – released

Cluster 2:
[‘] [‘] My Classical Way [”] – was released on – 21 September 2010

Cluster 3:
[‘] [‘] My Classical Way [”] – was released on – Frazzy Frog Music

Cluster 4:
Frazzy Frog Music – is – Marc [’s] own label
Frazzy Frog Music – is own label of – Marc
Frazzy Frog Music – is owned by – Marc
Marc [’s] own label – is – Frazzy Frog Music

Cluster 5:
Frazzy Frog Music – is [a] – label
Frazzy Frog Music – is – [a] label

Cluster 6:
Marc – has [a] – label
Marc – has – [a] label
Marc – has – [own] label
Marc – owns [a] – label
Marc – owns – [a] label

Table 17: Annotaions examples from BenchIE and BenchIEFL
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H Annotation Guidelines926

This appendix contains annotation guidelines for927

the open information extraction task and has been928

used in the annotation process for the BenchIEFL929

reference. The various principles dictate which930

facts should and should not be annotated. The931

information is presented in the following format:932

Sentences are in the top cell and in the cell bellow,933

examples that should be annotated are in green and934

preceded by a check mark, ones that should not be935

included are in red and preceded by a cross mark.936

H.1 Number of arguments937

All tuples must contain between 1 and 2 arguments.938

Extractions with more than two arguments can be939

split into more compact extractions. The first exam-940

ple shows this principle, while the second example941

shows how some tuples only have a single argu-942

ment (we write XXX in the second argument for943

convenience).944

H.2 Informativeness945

Annotated tuples must contain relevant information946

that is expressed in the sentence. Tuples must be947

informative and relevant. They must not contain948

Kyle left for school on Monday.
✗ (Kyle – left – for school – on Monday)

✓ (Kyle – left on – Monday)

✓ (Kyle – left for – school)

Number of arguments : First example

Gideon Rodan taught at the University
of Connecticut School of Dental Medicine.
✓ (Gideon Rodan – taught – XXX)
✓ (Gideon Rodan – was – a teacher)

Number of arguments : Second example

generality or empty words that convey no informa- 949

tion. In the example, the fact that he has written 950

is not relevant since it is a generality, most people 951

have written and it is not the information presented 952

in the sentence.

He has written several newspaper and
magazine opinion pieces in The Guardian,
Vice, Billboard, and others.
✓ (He – has written – opinion pieces)

✗ (He – has – written)

Informativeness

953

H.3 Minimality 954

Annotated tuples must contain minimal informa- 955

tion, which cannot be subdivided into smaller 956

pieces of information. No argument should contain 957

information about two different entities if this is 958

true for both, and no tuple should contain more than 959

one piece of information about an entity if these 960

can be divided. In the first example, all the differ- 961

ent minimal pieces of information (creators, time 962

of creation) must be separated in minimal clusters 963

and not grouped like in the example that should not 964

be included. It is sometimes necessary to separate 965

information, if and only if it is also true when sep- 966

arated. In the second example, the dog is neither 967

black nor brown, but black and brown, whereas in 968

the first example, He has Cornish ancestors and 969

He has Welsh ancestors. 970

H.4 Exhaustivity 971

All the minimal information present in the sentence 972

must be included in the annotations. Some argu- 973
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The group was created in 2020 by three people
✓ (The group – was – created)

✓ (The group – was created in – 2020)

✓ (The group – was created by – three people)

✗ (The group – was –
created in 2020 by three people)

Minimality : First example

He has Cornish as well as Welsh ancestry.
✓ (He – has – Cornish ancestry)

✓ (He – has – Welsh ancestry)

Minimality : Second example

ments or relations may be affected by modifications974

but remain true without them, so it’s necessary to975

list all possible formulations that respect the other976

principles. In the example, it is true that he wrote977

opinion pieces, newspaper opinion pieces and mag-978

azine opinion pieces, so all these facts must be979

listed in three separate clusters.980

H.5 Relation completeness981

Relations are the vehicles of information; argu-982

ments must not contain information that changes983

their meaning. Relations can be complicated but984

necessary, while they can sometimes be simplified.985

They must be simplified as much as possible to986

respect the principle of minimality, without losing987

their original meaning, expressed in the sentence.988

In the example, the second argument of the erro-989

neous annotation contains the word over, which990

modifies the meaning of the relation is, whereas991

in the positive example, the second argument, 13992

Millions, is only the object of the relation.993

Sometimes, relationships can be complicated but994

necessary, while sometimes they can be simpli-995

fied, keeping the additional part optional only if it’s996

made necessary by the lack of other tuples explain-997

ing that additional part, as in the second example998

where the part from Hungary in the second clus-999

ter is optional because the place of origin of their1000

The dog is black and brown.
✓ (The dog – is – black and brown)

Minimality : Third example

He has written several newspaper and
magazine opinion pieces in The Guardian,
Vice, Billboard, and others.
✓ (He – has written –
several newspaper opinion pieces)

✓ (He – has written –
several magazine opinion pieces)

✓ (He – has written –
several opinion pieces)

Exhaustivity

Tokyo’s population is over 13 Millions
✓ (Tokyo’s population – is over – 13 Millions)

✗ (Tokyo’s population – is – over 13 Millions)

Relation completeness : First example

escape is present in the first cluster. In the third 1001

example, in Paris is not optional because without 1002

this information, the relation no longer holds. 1003

His parents are Ashkenazi Jews who had to
flee from Hungary during World War II.
✓ (His parents – had to flee from – Hungary)

✓ (His parents –
had to flee [from Hungary] during –
World War II)

Relation completeness : Second example

H.6 Coreference resolution 1004

No coreference resolution is performed outside sen- 1005

tences. Even if a given sentence comes from a 1006

document that allows us to resolve a coreference, 1007

as OIE is intended to be a task performed on iso- 1008

lated sentences, we only resolve the coreferences 1009

of entities included in sentences taken in isolation. 1010

Tuples using pronouns for which we can’t identify 1011

the substitution element may seem meaningless, 1012

but coreference resolution must take place outside 1013

OIE, being a task in itself. In the example, we don’t 1014

do coreference resolution for the pronoun He, as 1015

no information about it is available in the sentence. 1016

However, we include a formulation replacing them 1017

with tax reductions in the annotation. 1018

17



Chilly Gonzales is a Grammy-winning Canadian
musician who resided in Paris, France for several
years, and now lives in Cologne, Germany.
✓ (Chilly Gonzales –
resided in Paris for –
several years)

Relation completeness : Third example

He did not go as far as he could have in
tax reductions ; indeed he combined
them with increases in indirect taxes .
✓ (He – combined them with –
increases in indirect taxes)
(He – combined tax reductions with –
increases in indirect taxes)

Coreference resolution

H.7 Inference1019

Inference is necessary: facts directly implied by1020

the sentence, even if not expressed verbatim, are1021

relevant pieces of information. A nuance is nec-1022

essary here with regard to potential implicit facts.1023

These are not necessarily implied by the sentence1024

and should therefore be omitted. In the first exam-1025

ple, it is necessarily implied by the sentence that1026

Paul Johanson is Monsanto’s Director of Science.1027

On the other hand, the fact that Monsanto’s spray1028

is gentle on the female organ is not necessarily true,1029

what is true that this information is said by Paul1030

Johanson.1031

However , Paul Johanson , Monsanto ’s
director of plant sciences , said the
company ’s chemical spray overcomes these
problems and is gentle onthe female organ .
✓ (Paul Johanson – is –
Monsanto’s director of science)

✓ (Paul Johanson – says –
the company’s chemical spray is
gentle on the female organ)

✗ (the company’s chemical spray –
is gentle on –
the female organ)

Inference : First example

It is then necessary to distinguish between light1032

and heavy inference. We define light inference as1033

a form of inference that does not require logical1034

reflection with respect to the sentence to deduce the 1035

fact, which is simply true as long as the sentence 1036

is also true. In the second example, the relation is 1037

implicit, but the annotated fact is obviously true. 1038

Heavy inference, on the other hand, requires some 1039

reflection or combination of logical operations to 1040

imply the fact. A case of heavy inference is that 1041

which requires external knowledge, as in the third 1042

example, where knowledge of human culture and 1043

the principle of heredity is necessary to make the 1044

inference. Another example of heavy inference is 1045

generalization, as in the fourth example, where a 1046

stronger fact is implied, a generalization of what 1047

is expressed in the sentence using a single exam- 1048

ple. A final example of heavy inference is that of 1049

lower or upper limits. As in the fifth example, we 1050

don’t want to generalize lower or upper bounds to 1051

entities that are not directly expressed in the sen- 1052

tence. We therefore include in the reference facts 1053

that can be inferred using light inference, but not 1054

those resulting from heavy inference. 1055

Jason Charles Beck, a Jewish Canadian
musician, was born in 1972.
✓ (Jason Charles Beck – is – Jewish)

Inference : Second example

Gonzales is the son of Ashkenazi Jews
who were forced to flee from Hungary
during World War II.
✗ (Gonzales – is – Jewish)

Inference : Third example

Gonzales is a McGill-trained virtuoso pianist.
✗ (McGill – trains – pianists)

Inference : Fourth example

H.8 Reformulation 1056

If a relation or argument is expressed in a com- 1057

plex way in the text, a simpler re-formulation of 1058

the same fact is added in the same cluster, even if 1059

the relation in the two formulations is not the same 1060

and the level of detail may be different. This is a 1061

compromise between the goal of OIE of collect- 1062

ing all the factual information expressed in the text 1063

and the importance of formulating these facts in 1064

simple language, which is relevant but not neces- 1065

sarily OIE’s primary goal. The example shows a 1066
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The prefecture is part of the world’s most
populous metropolitan area with upwards
of 37.8 million people and the world’s
largest urban agglomeration economy.
✗ (the world – has upwards of –
37.8 million people)

Inference : Fifth example

case where the reformulated relation is different1067

but conveys the same meaning.1068

Sam managed to convince John
✓ (Sam – managed to convince – John)
(Sam – convinced – John)

Reformulation

H.9 Active and Passive Voice1069

Clusters are used to group together the active and1070

passive formulations of an extraction in a single1071

fact. If the active formulation is not present in the1072

text, it should still be added in the same cluster if1073

it is simpler than the original formulation present1074

in the sentence. The example shows an originally1075

passive tuple and it’s active formulation added in1076

the same cluster.1077

The apple was eaten by Kyle
✓ (The apple – was eaten by – Kyle)
(Kyle – ate – the apple)

Active and Passive Voice

H.10 Attribution and Speculation1078

Some information in the text is speculative or at-1079

tributed to an entity, so this characteristic must be1080

included in the relationship, in the way it is for-1081

mulated in the sentence. This makes it possible to1082

preserve this information without having to intro-1083

duce a particular structure. This information must1084

be included in the relation, as it is in no way related1085

to the arguments. The example shows a case where1086

the attribution is added in the relation of the tuple.1087

H.11 Correction1088

Occasionally, some tuples may consist of words1089

from the original sentence but contain grammatical1090

errors. In this case, the tuple formed from the1091

original words and the corrected tuple should be1092

included in the same cluster. This ensures that1093

The earth is flat, according to an Apple Valley man.
✓ (The earth –
is according to an Apple Valley man – flat)

✗ (The earth – is – flat)

Attribution and Speculation

neither the systems making the correction nor those 1094

using the original text are penalized. The example 1095

shows that newspaper without an s is a grammatical 1096

error, so both the original and the correction should 1097

be included. 1098

He has written several newspaper and
magazine opinion pieces in The Guardian,
Vice, Billboard, and others.
✓ (He – has written in – newspaper)
(He – has written in – newspapers)

Correction

I Matching Guidelines 1099

This appendix contains the matching guidelines for 1100

the open information extraction task and has been 1101

used in the development of the BenchIEFL refer- 1102

ence matching function. The various principles 1103

dictate which pairs of extractions made by systems 1104

and annotations should and should not match. The 1105

information is presented in the following format: 1106

Sentences are in the top cell and in the cell bellow, 1107

the different formulations of the same cluster (of 1108

the same fact) are in a paragraph and a line break 1109

separates them. Clusters in black represent anno- 1110

tations. Examples in green, preceded by a check 1111

mark are examples that match an annotation in the 1112

reference, while examples in red, preceded by a 1113

cross mark do not. 1114

I.1 Exact match 1115

Two absolutely identical extractions should match. 1116

I.2 Relation specificity 1117

Extractions are allowed very little flexibility in the 1118

specificity of the relation: the relation is the vehicle 1119

of information, so it’s important that it’s almost as 1120

specific as the reference. That said, a different for- 1121

mulation that is just as specific should be accepted. 1122

In the example, was thrown is not a relevant rela- 1123

tion in the context of this extraction, as was or was 1124

thrown out of would have been (the word out in 1125

argument 2 changes the meaning of the relation). 1126
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The Finns party was thrown out of
the government and the new “Blue Reform”
group kept its cabinet seat.
(The Finns party – was –
thrown out of the government)
(The Finns party – was thrown out of –
the government)

✗ (The Finns party – was thrown –
out of the government)

Relation specificity

I.3 Errors1127

Some extractions made by systems may present1128

syntax or grammatical errors, when a word is mis-1129

placed or unnecessary. If this error changes the1130

meaning of the relation or one of the arguments,1131

the extraction should not be matched. If not, it1132

should match the corresponding annotation. In the1133

example, the word also refers to the relation is,1134

and does not change the meaning of the relation,1135

whereas the word and changes the meaning of the1136

extraction, making it nonsensical.1137

Known for his albums of classical piano
compositions, he is also a producer
and songwriter.
(He – is [also] – a songwriter)

✗ (He – is – a songwriter and)

✓ (He – is – a songwriter also)

Errors

I.4 Word Choice1138

Some words may be equivalent to those present in1139

the annotations in certain contexts, even if we have1140

chosen not to include them in the reference. If these1141

words are used in the system extractions instead of1142

those used in the reference, we still accept the sys-1143

tem extraction. Some word choices may be wrong,1144

but we still accept the extraction if the meaning1145

remains. In the example, the determiner the is used1146

instead of a in the extraction because it’s the word1147

found in the original sentence, but both are equally1148

appropriate, so we accept the extraction.1149

He is the younger brother of the prolific
film composer Christophe Beck.
(He – is – a younger brother)

✓ (He – is – the younger brother)

Word Choice

I.5 Level of Detail 1150

We want to match extractions which have a level 1151

of detail higher than the annotation but that convey 1152

the same information. By level of detail we mean 1153

that they combine information from two annotated 1154

clusters. On the other hand, if an extraction com- 1155

bines information from three or more annotated 1156

clusters, we consider it to be too noisy and not pre- 1157

cise enough to be useful. The positive example is 1158

matched because it conveys the same information 1159

as the second annotated cluster, and only adds a 1160

single level of detail from the third cluster. The 1161

negative example is not matched because it com- 1162

bines information from all three annotated tuples 1163

into a long and imprecise second argument. 1164

Alex broadcasts a web series Music on a website.
(Alex – broadcasts – a web series)

(Alex – broadcasts – Music)

(Alex – broadcasts Music on – a website)

✓ (Alex – broadcasts – Music on a website)

✗ (Alex – broadcasts –
a web series Music on a website)

Level of detail
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