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A APPENDIX: DVS-CIFAR10 DATASET

On DVS-CIFAR10, following Wu et al. (2019), we downsample the size of the 128 ×128 images to
42×42. Also, we divide the total number of time-steps available from the original time-frame data
into 20 intervals and accumulate the spikes within each interval. We use a similar architecture as
previous work (Wu et al. 2019), which consists of a 5-layerered feature extractor and a classifier. The
detailed architecture is shown in Fig. 1 in this appendix.

Figure 1: Illustration of network structures for DVS dataset. Here, AP denotes average pooling, FC
denotes fully connected configuration.

B APPENDIX: ENERGY CALCULATION

In this appendix section, we provide the details of energy calculation discussed in Section 4.3 in
the main paper. The total computational cost is proportional to the total number of floating point
operations (FLOPS). This is approximately the same as the number of Matrix-Vector Multiplication
(MVM) operations. For layer l in ANNs, we can calculate FLOPS as:

FLOPSANN (l) =

{
k2 ×O2 × Cin × Cout, if l is Convolution Layer,
Cin × Cout, if l is Linear Layer. (1)

Here, k is kernel size. O is output feature map size. Cin and Cout are input and output channels,
respectively. For SNNs, we first define spiking rate Rs(l) at layer l which is the average firing rate
per a neuron.

Rs(l) =
#spikes of layer l over all timesteps

#neurons of layer l
. (2)

Since neurons in SNNs consume energy whenever the neurons are activated, we multiply the spiking
rate Rs(l) with FLOPS.

FLOPSSNN (l) = FLOPSANN (l)×Rs(l). (3)
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Finally, total inference energy of ANNs (EANN ) and SNNs (ESNN ) across all layer can be obtained.

EANN =
∑
l

FLOPSANN (l)× EMAC . (4)

ESNN =
∑
l

FLOPSSNN (l)× EAC . (5)

The EAC , EMAC values are calculated using a standard 45 nm CMOS process (Horowitz 2014) as
shown in Table 1.

Table 1: Energy table for 45nm CMOS process.
Operation Energy(pJ)

32bit FP MULT (EMULT ) 3.7
32bit FP ADD (EADD) 0.9
32bit FP MAC (EMAC) 4.6 (= EMULT + EADD)

32bit FP AC (EAC) 0.9
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