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A APPENDIX

A.1 DATASET DOCUMENTATION

We document datasets that were established in this work following the Datasheets for Datasets
framework (Gebru et al., 2018), discussing Motivation, Composition, Collection process, Prepro-
cessing and Uses, as appropriate. As no new experimental data was acquired within this study, and
discussing the original experimental protocols would exceed the scope of a datasheet, we limit the
Collection sections to listing all relevant sources, where experimental procedures are documented.
We omit Distribution and Maintenance as these are identical for each dataset.

A.1.1 GENE FINDING

* Motivation The dataset was created to benchmark the performance of models on the gene finding
task. Given a DNA sequence, a model predicts the structure of the gene, classifying nucleotides
as introns, exons, splice sites and noncoding regions.

* Composition Instances are the coordinates of human genes including flanking con-
text, together with nucleotide-level labels. There are 9 different labels y €
{Er,Dp,Ip,Ap,ERr,Dr,Ir, Ar, NC} denoting exons, donor splice sites, introns, ac-
ceptor splice sites and noncoding nucleotides. F' and R denote whether the gene lies on the
forward or reverse strand. There are a total of 5,976 instances with instance lengths ranging from
1,433 to 14,000 nucleotides (Figure A1). The dataset is a sample of instances, selected based
on the transcript support level of the genes. Label sequences are complete without missing data.
A recommended data split is included. The dataset depends on the human reference genome
GRCh38.

* Collection All data was acquired from GENCODE release 44 (Frankish et al., 2021).

* Preprocessing Label sequences were generated from gff files downloaded from GENCODE
(Frankish et al., 2021). Only HAVANA protein coding gene annotations that were tagged with
a transcript support level 1 or 2 from GENCODE as well as level 1 or 2 confidence, meaning
that the transcript is experimentally verified, were considered. For genes with alternative splicing,
only the transcript with the best level of experimental support was chosen. In cases where support
was equal, a random transcript was chosen. For each transcript, flanking context to include was
sampled at random. Following AUGUSTUS’ recommendations' for training and testing gene
finding models, the data was split so that no pair of instances in different partitions shares more
than 80% sequence identity of the mature protein. GraphPart (Teufel et al., 2023) with Needleman-
Wunsch global sequence alignments was used for splitting at a 80% sequence identity into train
(80% of the data), test and validation (10% each).

* Uses The specific dataset was established in this study and not used before. Data from GENCODE
has seen widespread use.

A.1.2 ENHANCER ANNOTATION

* Motivation This dataset was created to benchmark the performance of models in annotating the
correct enhancer segment. Given a DNA sequence starting at the transcription start site of a gene
and encompassing the enhancer, each nucleotide is classified based on a binary task into enhancer
or non-enhancer.

* Composition Instances are coordinates in the human genome, covering 100,096 nucleotides each,
associated with binary label sequences of length 782. Instances are centered on the transcription
start site of a gene and extend in both directions symmetrically, containing the enhancer element
on one side (Figure A2). In the label sequence, each label applies to a binned segment of 128 bp.
The segment is labeled 1 if it contains a nucleotide lying in the enhancer element, and 0 otherwise
(Figure A3). Some genes have multiple enhancer elements. In these cases all enhancer elements
are labelled in one sample.

* Collection Enhancer locations for genes of interest are obtained from the CRISPR interfer-
ence (CRISPRi) experiments of Fulco et al. (2019) and Gasperini et al. (2019) (GEO acces-
sion GSE120861) via Avsec et al. (2021). CRISPRi experiments perturb a candidate enhancer

'"https://veru.wisc.edu/simonlab/bioinformatics/programs/augustus/docs/
tutorial2015/training.html
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and record whether the perturbation resulted in a change in gene expression. These experiments
thereby directly measure the connection of an enhancer element to a specific gene. Following
Avsec et al., we consider enhancers that had an expression change as “validated”. Enhancer-gene
pairs that were predicted by the activity-by-contact (ABC) method only were not considered ex-
perimentally validated and excluded. For each gene, the predicted main transcription start site was
obtained directly from Avsec et al. (2021).

Preprocessing All non-validated gene-enhancer pairs were discarded, as were all pairs with over
50,048 bp between the enhancer element and the transcription start site. Samples were split
chromosome-wise into 10 partitions for cross-validation (1: chr7, chr8, chrl8; 2: chrl0, chrX,
chr13; 3: chrl4, chr22, chr6; 4: chr20, chr3; 5: chrll, chrl2; 6: chrl9; 7: chr4, chr5; 8: chrl5,
chr21, chr2; 9: chrl, chr16; 10: chrl7, chr9).

Uses The binned label sequences over 100,096 bp were established in this work. The same under-
lying enhancer-gene pairs were amongst the ones used in Avsec et al. (2021).

A.1.3 CHROMATIN ACCESSIBILITY PREDICTION

Motivation The data was created to benchmark the performance of models on the chromatin
accessibility prediction task. Given a DNA sequence, a model predicts whether the sequence is in
open or closed chromatin in different cell types.

Composition Instances are coordinates in the human genome, covering 512 nucleotides each,
associated with a binary label vector y € {0,1}'?%, indicating whether the DNA is in open (1)
or closed (0) chromatin in 125 cell types (Table A2). This state is determined experimentally
by whether the window of 512 nucleotides contains a DNAse I hypersensitive site. There are
2,005,617 instances.

Collection Data was obtained from ENCODE (ENCODE Project Consortium, 2012; Luo et al.,
2020; Kagda et al., 2023; Hitz et al., 2023). We downloaded DNase I hypersensitivity peaks for
125 cell types in bed format.

Preprocessing The preprocessing followed Kelley et al. (Kelley et al., 2016). Peaks were ex-
tended from to 512 bp from their midpoint, and peaks overlapping by less than 200bp were merged
greedily. When peaks of two or more cell types were merged, the resulting sample was annotated
with multiple cell type labels. Samples were split chromosome-wise into test (chrl, chr8, chr9;
372,153 samples), validation (chr2, chr4; 279,422 samples) and train (remaining chromsomes;
1,354,042 samples).

Uses The specific dataset was established in this study and not used before. Data from ENCODE
has seen widespread use, and comparable datasets were originally created in (Kelley et al., 2016).

A.1.4 HISTONE MODIFICATION PREDICTION

Motivation This dataset benchmarks the ability of models to predict post-translational modifica-
tions of Histone proteins. Given a DNA sequence, a model is tasked to predict which histone-
modifications are present in the underlying nucleosome.

Composition Instances are coordinates in the human genome, covering 512 nucleotides each,
associated with a binary label vector of size 18, indicating whether a given histone mark (Table A1)
is present (1) or not (0).

Collection Data was obtained from ENCODE (ENCODE Project Consortium, 2012). Narrow
peaks files of 18 Histone ChIP-seq experiments was gathered from ENCODE (ENCODE Project
Consortium, 2012) in bed format.

Preprocessing Following Kelley et al. (2016), peaks were extended from to 512 bp from their
midpoint, with peaks overlapping by less than 200bp being merged greedily. When peaks of two
or more ChIP-seq experiments were merged, the resulting sample was annotated with the label of
each experiment. Note that some Histone marks were covered by multiple experiments. Samples
were split chromosome-wise into test (chrl, chr8, chr9; 120,567 samples), validation (chr2, chr4;
70,801 samples) and train (remaining chromsomes; 420,713 samples).

Uses The specific dataset was established in this study and not used before. It is based on publicly
available Histone ChIP-seq dataset from the ENCODE project, has seen widespread use.
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A.1.5 CPG METHYLATION

Motivation This dataset benchmarks the ability of models to predict the methylation of CpG
sites. Methylation is an epigenetic modification of DNA that can affect a sequence’s activity and
repress gene expression. The methylation of a C to form 5-methylcytosine in CpG sites is the
most prominent type of methylation.

Composition Instances are coordinates in the human genome, covering 512 nucleotides each,
associated with a binary label vector of size 19, indicating whether the CpG site at the center of
the segment is methylated (1) or not (0) in a given cell line (Table A3).

Collection We gathered 7 human cell line whole-genome shotgun bisulfite sequencing (WGBS)
experiments from ENCODE (ENCODE Project Consortium, 2012) and processed the “methyla-
tion state at CpG” bed files. To select cell lines, experiments marked in ENCODE as “Extremely
low coverage” or “Insufficient coverage” were excluded.

Preprocessing We removed all CpG sites that lie on non-standard chromosomes and that have
a variant in the respective sample genome that does not match the reference genome. Following
DeepCpG (Angermueller et al., 2017), we removed CpG sites that are covered by less than 4 reads.
CpG sites that had at least 90% methylated reads were labeled as methylated, sites with less than
10% methylated reads were labeled as unmethylated, remaining sites were discarded. We took
the common subset of CpG sites passing the filtering criteria in all 7 experiments. Sites that were
not measured in all experiments were discarded, obtaining 959,039 sites in total. CpG sites were
extended with flanking context to yield 512bp windows centered on the CpG site. Samples were
split by chromosomes (test: chr4, chrl3, chrl9, chr21 - 106,227 samples; validation: chr5, chr9,
chr22 - 109,717 samples; remainder train - 743,095 samples).

Uses The specific dataset was established in this study and not used before. It is based on publicly
available WGBS data from the ENCODE project which has seen widespread use.

A.1.6 NONCODING VARIANT EFFECTS (EXPRESSION)

Motivation The dataset was created to benchmark the zero-shot noncoding variant effect pre-
diction performance of models. Given a reference nucleotide, and a mutated nucleotide, two
embeddings are computed and their cosine distance is used as the predictor.

Composition Instances are single nucleotide polymorphisms (SNP), genetic coordinates with a
reference nucleotide z,.; € {A, C. G, T} and a variant z,,, € {A, C. G, T} together with a bi-
nary label y € {0, 1} indicating whether the SNP has an effect on gene expression (1) or is genetic
background variation (0). We use the same SNPs included in DeepSEA (Zhou & Troyanskaya,
2015). The discovery of such functional SNPs, so-called eQTLs (Expression quantitative trait
loci) is done through large-scale genetics studies that link genetic variation to gene expression.
There are 98,221 background SNPs and 8,000 variants with effect in total. As this is a zero-shot
task, no split is required. The dataset depends on the human reference genome GRCh38. eQTLs
were collected from GRASP (Leslie et al., 2014) and background SNPs from the 1000 Genomes
Project (McVean et al., 2012). The dataset is a subsample of SNPs present in these databases.
While the 1000 Genomes Project aims at faithfully representing human genetic variation, it might
still suffer from ethnicity biases (Table A6). The GRASP database is biased towards eQTLs ob-
served in individuals with european ancestry (Table A7).

Collection Genomic coordinates for SNPs were taken from DeepSEA (Zhou & Troyanskaya,
2015).

Preprocessing As the original genomic coordinates refer to the previous reference genome
GRCh37, we used LiftOver to transfer the coordinates to the current reference GRCh38. Any
coordinates that could not be mapped were discarded. Variants where the original reference nu-
cleotide does not match the nucleotide at the indicated position in GRCh38 were removed. We
only use SNPs included in fold 0. We applied Ensembl VEP (McLaren et al., 2016) to categorize
variants by consequence. VEP infers the consequence of a variant by comparing a variant’s po-
sition to the reference genome annotation, determining what type of sequence region (Table A4)
the variant lies in. To obtain one consequence per variant, we use VEP’s ——most _severe flag,
returning the consequence with the potentially most severe effect on function. In DeepSEA, the
adjacent 1,000 bp served as context for classification. As this exceeds the maximum context length
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of some of the benchmarked models, and chunking inputs is not a meaningful strategy when ad-
jacent bps serve only as context for an unsupervised embedding, we use 512 bp instead. As this is
a zero-shot task, no split is performed, with the full dataset serving as test set.

* Uses The same SNPs on GRCh37 were originally used in DeepSEA for both unsupervised (zero-
shot) and supervised variant effect prediction.

A.1.7 NONCODING VARIANT EFFECTS (DISEASE)

* Motivation The dataset was created to benchmark the zero-shot noncoding variant effect pre-
diction performance of models. Given a reference nucleotide, and a mutated nucleotide, two
embeddings are computed and their distance is used as the predictor.

* Composition Instances are single nucleotide polymorphisms (SNP), genetic coordinates with a
reference nucleotide z,.; € {A,C.G, T} and a variant 2,4, € {A, C. G, T} together with a
binary label y € {0, 1} indicating whether the SNP is benign (0) or pathogenic (1). There are
274,399 benign and 21,524 pathogenic SNPs in total. As this is a zero-shot task, no split is
required. The dataset depends on the human reference genome GRCh38.

* Collection SNPs annotated as (likely) benign or pathogenic were collected from ClinVar, using
the variant_summary file from 2023-07-02 (Landrum et al., 2020). We collected all variants
annotated as single nucleotide variant with areview status of at least one star.

* Preprocessing To subset ClinVar for noncoding variants, we first discarded all variants that are
annotated as being in a protein in ClinVar itself. To further remove variants whose molecular effect
might not be annotated in ClinVar, we compared each SNP to GENCODE release 43 (Frankish
et al., 2021). All SNPs that were found to be in a CDS, start codon or stop codon were considered
coding and removed. We omit SNPs in the mitochondrial genome (’chromosome M”) as they are
incompatible with the DeepSEA literature baseline. Following Frazer et al. (2021), the annotations
’Likely pathogenic”, "Pathogenic” and “Likely benign”, ”"Benign” were combined to yield binary
labels. We applied Ensembl VEP (McLaren et al., 2016) to categorize variants by consequence.
VEP infers the consequence of a variant by comparing a variant’s position to the reference genome
annotation, determining what type of sequence region (Table AS) the variant lies in. To obtain one
consequence per variant, we use VEP’s ——most_severe flag, returning the consequence with
the potentially most severe effect on function. The adjacent 512 bp serve as context for embedding.
As this is a zero-shot task, no split is performed, with the full dataset serving as test set.

* Uses The specific dataset was established in this study and not used before. Data from ClinVar
has seen widespread use for variant effect prediction.
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Figure A1l: Length distribution of samples in the gene finding dataset.
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Figure A2: Distance to main TSS distribution of the enhancer elements in the enhancer annotation
dataset.

60

50 4

10

0L . . o ne oo 1 a o
0o 500 1000 1500 2000 2500
Enhancer Length (bp)

Figure A3: Length distribution of the enhancer elements in the dataset.

Table A1: Detailed label composition of the histone modification multilabel dataset (n=625,229).

ENCODE modification Label ID # positive instances % positive

H3K27me3_K562 0 41,506 6.64%
H3K9%ac_K562 1 93,261 14.92%
H3K9me3_K562 2 25,295 4.05%
H3K4mel K562 3 98,678 15.78%
H3K9%ac_K562 4 35,382 5.66%
H3K4mel_K562 5 92,587 14.81%
H3K36me3_K562 6 71,400 11.42%
H3K36me3_K562 7 69,975 11.19%
H4K20me1_K562 8 38,312 6.13%
H3K27me3_K562 9 133,535 21.36%
H3K4me3_K562 10 21,717 3.47%
H3K4me3_K562 11 19,706 3.15%
H3K4me3_K562 12 29,394 4.70%
H3K4me3_K562 13 40,934 6.55%
H3K79me2_K562 14 67,714 10.83%
H3K4me2 K562 15 59,069 9.45%
H3K27ac_K562 16 42,993 6.88%
H2AFZ_K562 17 107,810 17.24%

Table A2: Detailed label composition of the chromatin accessibility multilabel dataset
(n=2,062,128).

ENCODE cell line Label ID 2%# positive instances % positive

8988T 0 184,985 8.97%



Published as a conference paper at ICLR 2024

ENCODE cell line Label ID # positive instances % positive

AoSMC 1 158,918 7.71%
Chorion 2 171,737 8.33%
CLL 3 89,723 4.35%
Fibrobl 4 394,288 19.12%
FibroP 5 249,221 12.09%
Gliobla 6 158,628 7.69%
GM12891 7 135,186 6.56%
GM12892 8 149,741 7.26%
GM18507 9 109,689 5.32%
GM19238 10 142,111 6.89%
GM19239 11 120,883 5.86%
GM19240 12 174,077 8.44%
HIES 13 154,898 7.51%
HeLa-S3_1FNa4h 14 109,698 5.32%
Hepatocytes 15 164,799 7.99%
HPDEG6-E6E7 16 132,643 6.43%
HSMM _emb 17 123,566 5.99%
HTR8svn 18 122,358 5.93%
Huh-7.5 19 172,276 8.35%
Huh-7 20 142,675 6.92%
iPS 21 192,872 9.35%
Ishikawa_Estradiol 22 131,324 6.37%
Ishikawa 4OHTAM 23 133,612 6.48%
LNCaP_androgen 24 138,434 6.71%
MCEF-7_Hypoxia 25 146,053 7.08%
Medullo 26 218,010 10.57%
Melano 27 276,645 13.42%
Myometr 28 165,059 8.00%
Osteobl 29 367,127 17.80%
PanlsletD 30 198,709 9.64%
Panlslets 31 172,141 8.35%
pHTE 32 262,572 12.73%
ProgFib 33 201,038 9.75%
RWPEL1 34 146,568 7.11%
Stellate 35 157,369 7.63%
T-47D 36 140,932 6.83%
CD4_ThO 37 195,611 9.49%
Urothelia 38 136,076 6.60%
Urothelia_UT189 39 169,356 8.21%
AG04449 40 163,835 7.94%
AG04450 41 145,390 7.05%
AG09309 42 198,670 9.63%
AG09319 43 139,005 6.74%
AG10803 44 168,529 8.17%
AoAF 45 171,356 8.31%
BE2_C 46 172,185 8.35%
BJ 47 160,706 7.79%
Caco-2 48 118,338 5.74%
CD20+ 49 100,298 4.86%
CD34+ 50 158,606 7.69%
CMK 51 129,859 6.30%
GMO06990 52 88,680 4.30%
GM12864 53 132,999 6.45%
GM12865 54 139,644 6.77%
H7-hESC 55 263,281 12.77%
HAc 56 177,288 8.60%
HAEpiC 57 201,958 9.79%
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ENCODE cell line Label ID # positive instances % positive

HA-h 58 197,746 9.59%
HA-sp 59 188,882 9.16%
HBMEC 60 197,261 9.57%
HCF 61 171,925 8.34%
HCFaa 62 182,168 8.83%
HCM 63 190,478 9.24%
HConF 64 150,615 7.30%
HCPEpiC 65 207,114 10.04%
HCT-116 66 110,464 5.36%
HEEpiC 67 206,638 10.02%
HFF 68 189,177 9.17%
HFF-Myc 69 206,882 10.03%
HGF 70 143,241 6.95%
HIPEpiC 71 222,312 10.78%
HL-60 72 158,336 7.68%
HMF 73 176,498 8.56%
HMVEC-dAd 74 120,737 5.85%
HMVEC-dBI-Ad 75 159,641 7.74%
HMVEC-dBI1-Neo 76 164,741 7.99%
HMVEC-dLy-Ad 77 124,355 6.03%
HMVEC-dLy-Neo 78 149,601 7.25%
HMVEC-dNeo 79 137,163 6.65%
HMVEC-LBI 80 167,109 8.10%
HMVEC-LLy 81 141,044 6.84%
HNPCEpiC 82 209,477 10.16%
HPAEC 83 119,805 5.81%
HPAF 84 185,109 8.98%
HPdLF 85 168,839 8.19%
HPF 86 151,615 7.35%
HRCEpiC 87 189,381 9.18%
HRE 88 184,386 8.94%
HRGEC 89 134,424 6.52%
HRPEpiC 90 224,149 10.87%
HVMF 91 167,746 8.13%
Jurkat 92 155,987 7.56%
Monocytes-CD14+ 93 131,745 6.39%
NB4 94 140,287 6.80%
NH-A 95 188,983 9.16%
NHDF-Ad 96 227,566 11.04%
NHDF-neo 97 185,464 8.99%
NHLF 98 203,663 9.88%
NT2-D1 99 179,350 8.70%
PANC-1 100 114,230 5.54%
PrEC 101 164,299 7.97%
RPTEC 102 166,607 8.08%
SAEC 103 195,586 9.48%
SKMC 104 203,116 9.85%
SK-N-MC 105 142,957 6.93%
SK-N-SH_RA 106 86,739 4.21%
Th2 107 86,210 4.18%
WERI-Rb-1 108 188,325 9.13%
WI-38 109 163,827 7.94%
WI-38_ 40HTAM 110 202,173 9.80%
A549 111 161,511 7.83%
GM 12878 112 168,725 8.18%
H1-hESC 113 241,281 11.70%
HeLa-S3 114 183,717 8.91%
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ENCODE cell line Label ID # positive instances % positive

HepG2 115 180,213 8.74%
HMEC 116 321,049 15.57%
HSMM 117 291,793 14.15%
HSMMtube 118 304,753 14.78%
HUVEC 119 179,245 8.69%
K562 120 190,083 9.22%
LNCaP 121 291,954 14.16%
MCEF-7 122 188,759 9.15%
NHEK 123 201,376 9.77%
Thl 124 293,092 14.21%
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Table A3: Detailed label composition of the CpG methylation multilabel dataset.

ENCODE cell line Label ID % methylated

SK-N-SH 0 83%
GM23248 1 84%
A549 2 83%
HepG2 3 81%
HUES64 4 91%
GM23248 5 84%
HeLa-S3 6 84%

Table A4: VEP variant consequence categories in the expression variant effects dataset.

Consequence Background eQTL % eQTL
Intron variant 55,710 5,002 8.24%
Intergenic variant 22,465 753 3.24%
Upstream gene variant 5,760 579 9.13%
Downstream gene variant 4,146 435 9.50%
Regulatory region variant 3,762 248 6.18%
Noncoding transcript exon variant 2,757 342 11.03%
3’ UTR variant 1,599 426 21.03%
5’ UTR variant 408 54 11.69%
TF binding site variant 410 23 5.31%
Splice region variant 99 30 23.26%
splice polypyrimidine tract variant 85 18 17.48%
Missense variant 51 9 15.00%
Splice donor region variant 27 4 12.90%
Synonymous variant 20 4 16.67%
Splice donor variant 13 2 13.33%
Splice donor 5th base variant 6 7 53.85%
Splice acceptor variant 5 0 0.00%
mature miRNA variant 2 0 0.00%
Stop lost variant 1 1 50.00%
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Table AS: VEP variant consequence categories in the disease variant effects dataset.

Consequence Benign Pathogenic % Pathogenic
Intron variant 138,023 188 0.14%
Splice region variant 40,040 320 0.79%
splice polypyrimidine tract variant 39,501 185 0.47%
Noncoding transcript exon variant 23,651 70 0.30%
3’ UTR variant 20,407 34 0.17%
5’ UTR variant 6,933 63 0.90%
Upstream gene variant 2,245 19 0.84%
Splice donor region variant 1,744 312 15.18%
Splice donor 5th base variant 507 553 52.17%
Downstream gene variant 268 4 1.47%
- 262 0 0.00%
Splice acceptor variant 194 9,086 97.91%
Splice donor variant 189 10,622 98.25%
mature miRNA variant 39 1 2.50%
Intergenic variant 19 1 5.00%
Regulatory region variant 10 0 0.00%
Synonymous variant 3 0 0.00%
Missense variant 1 0 0.00%
TF binding site variant 1 0 0.00%

Table A6: Population statistics of the 1000 Genomes Project (Phases 1 and 3) The data is based on
Supplementary Information Table 1 from Auton et al. (2015).

Population Count
Gambian in Western Division, The Gambia - Mandinka 113
Mende in Sierra Leone 85
Esan in Nigeria 99
Colombian in Medellin, Colombia 174
Peruvian in Lima, Peru 85
Punjabi in Lahore, Pakistan 96
Iberian populations in Spain 121
Toscani in Italy 205
Mexican Ancestry in Los Angeles, California 130
Sri Lankan Tamil in the UK 102
Indian Telugu in the UK 102
British in England and Scotland 180
Yoruba in Ibadan, Nigeria 196
Japanese in Tokyo, Japan 193
Utah residents (CEPH) with Northern and Western European ancestry 184
Han Chinese in Beijing, China 200
Chinese Dai in Xishuangbanna, China 93
Luhya in Webuye, Kenya 196
Gujarati Indians in Houston, TX 103
African Ancestry in Southwest US 122
Finnish in Finland 192
Han Chinese South 205
Kinh in Ho Chi Minh City, Vietnam 99
Bengali in Bangladesh 86
Puerto Rican in Puerto Rico 159
African Caribbean in Barbados 96
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Table A7: Population statistics of the eQTLs in the GRASP 2.0.0.0 database. GRASP combines
results from 2,082 individual studies. The ancestry information (GWASancestryDescription)
is recorded on a study-wide level.

Ancestry eQTLs
European 446,403
Mixed 128,301
Unspecified 111,218
European/Unspecified 11,376
African 2067
Native 205
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A.2 FORMATTING

Building upon established standards in genomics, we curate all tasks in the same format for ease of
reuse. Typically, it is not necessary to store DNA sequences X explicitly for each task, as many tasks
will refer to the same reference genome. Therefore, for each task, we list the genome coordinates
for each sample in a bed genome annotation file. Splits and labels Y are also stored in these files,
unless they are too complex to be stored in text format and are provided in a hd £ 5 file that shares its
index with the bed file. The bed-based format also makes it convenient to include more flanking
context of the segments to be predicted without reprocessing the data, should future works find it
useful to take more bp into account.

Code to extract DNA sequences from the reference genome with the bed coordinates, dataload-
ers, models and config files is available on Github (https://anonymous.4open.science/t/BEND-
8C42/README.md).

A.3 LICENSE

As far as applicable, our contributions are licensed as CC BY 4.0. As no new data was generated
in this study, the respective use/redistribution agreements and any copyright claims on the under-
lying data sources (GENCODE (Frankish et al., 2021), ENCODE (ENCODE Project Consortium,
2012), GRASP (Leslie et al., 2014), 1000 Genomes Project (McVean et al., 2012), Gasperini et al.
(2019) (GEO accession GSE120861), Fulco et al. (2019), Avsec et al. (2021)) apply to the provided
datasets. Therefore, citation of the original sources is required when using the data provided with
BEND. Citations in BibTex format are listed in the BEND repository.

A.4 DISTRIBUTION

All data is available at https://sid.erda.dk/cgi-sid/ls.py?share_id=
aNQa00z21Y Code, configs and scripts to extract data and run all experiments are provided
athttps://github.com/frederikkemarin/BEND.

A.5 SOCIETAL IMPACT

Predictors building upon DNA LMs may prove useful in a wide range of biomedical research ap-
plications. Moreover, given their promising performance for understanding the effects of variants,
future LMs or derived predictors with even higher performance may eventually become relevant
for medical applications. If LM-based predictors are used in clinical diagnostics on humans, it is
important to ensure that their performance is evaluated over different populations and potential sub-
population biases are accounted for. Moreover, should genomes from human individuals that are
not publicly released be used for pre-training LMs, it is important to ensure that their consent is
obtained.

A.6 LM DETAILS
A.6.1 LMS TRAINED IN THIS WORK

AWD-LSTM We trained an autoregressive AWD-LSTM LM using truncated backpropagation
through time with a backpropagation window of 100 bps. Starting points were sampled randomly
in the genome, and sequences processed until encountering a chromosome end, upon which the
hidden state was reset. The model was trained on the full genomes of H. sapiens, M. musculus and
D. melanogaster with a batch size of 1,024 for 1 million steps. This represents a minimal multi-
species scenario that was selected due to computational constraints. The model has 3 LSTM layers
with dimensions 64, 1,024 and 64. Sequences were tokenized on the nucleotide level, yielding an
alphabet of size 4. The model was trained on a single NVIDIA RTX 6000 GPU on a local cluster
for 35 days.

Dilated ResNet LM We trained a dilated CNN with residual connections, which is the same ar-
chitecture used by GPN (Benegas et al., 2023). Since this model has a large receptive field due to
the dilations, we decided to take advantage of this by increasing the length of the training sequences
from 512 nucleotides in GPN to 10,000 nucleotides here. To trade off the computational require-
ments, we reduce the number of hidden channels in the model from 512 to 256. The model was
trained by randomly sampling training sequences from contigs of the human reference genome. The
reverse complementary of the sampled sequences was used with a 50% chance. Two chromosomes
were held out for testing and validation respectively. The model was trained with a batch size of 512
for a total of 50k steps, using 4 NVIDIA A40 GPUs for 14 days.
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A.6.2 LM CHECKPOINT SELECTION

We aimed to cover all DNA LM works that are publicly available and that included the human
genome in their pre-training data. For works that introduce more than one pre-trained checkpoint
for their proposed LM architectures, we choose a limited number of representative checkpoints in
order to make efficient use of available computational resources. Whenever possible, the selection
is driven by results and recommendations presented in the original work.

* DNABERT We use the checkpoint that tokenizes DNA as overlapping 6-mers. The orig-
inal DNABERT paper (Ji et al., 2021) states that the 6-mer checkpoint showed the best
performance when fine-tuning on the included tasks.

* Nucleotide Transformer We evaluate the checkpoints trained on the human reference
genome (500M parameters), the 1000 Genomes Project (2.5B parameters) and on the set
of genomes from multiple species (2.5B parameters).

* GENA-LM In order to include one representative checkpoint both for the BigBird and the
BERT architectures, we use bert—large—t2t and bigbird-base-t2t.

* HyenaDNA HyenaDNA provides multiple sizes of the same model architecture trained on
the same data. The checkpoints also differ in the length of the sequences they were trained
on. We use t iny-1k, the smallest checkpoint that was trained on 1,000bp sequences, and
large—1m, the largest checkpoint trained on 1 million bp sequences.

* Nucleotide Transformer V2 We evaluate the largest available model with 500M parame-
ters.

A.6.3 UPSAMPLING OF EMBEDDINGS

LMs that make use of k-mer or byte-pair encoding (BPE) tokenization strategies return less em-
bedding vectors than their original input sequence length. For nucleotide-level prediction tasks, an
embedding sequence of equal length to the nucleotide-wise label sequence is needed. In order to
benchmark all LMs equally, regardless of how they tokenize inputs, we upsample embeddings. For
the 6-mer tokenization employed by NT, we repeat each embedding vector 6 times. For BPE in
GENA-LM, DNABERT-2 and GROVER, we repeat each token’s embedding by the length of the
token’s sequence. DNABERT, which uses overlapping k-mers, returns a reduced number of em-
beddings due to the fact that at the left and right borders of the sequence there is no k/2 context
available to construct a k-mer embedding around the nucleotide. As DNABERT does not perform
any padding to correct for this, these initial and terminal k-mer embeddings are missing. We repeat
the first and the last embedding to match the original input sequence length. For k=6, we repeat the
first embedding two and the last embedding three times.

A.7 TASK DETAILS

Computations for all tasks were performed on single GPUs of the types RTX 6000, RTX 8000,
V100, A40 and A100 on local clusters, depending on availability.

Gene finding CNN models were trained using AdamW with a learning rate of 0.003 and a weight
decay of 0.01 for 100 epochs with a batch size of 64.

AUGUSTUS performance was evaluated on the test set. For each input sequence, exactly one com-
plete gene model was predicted. Since AUGUSTUS only returns the CDS borders as well as the
strand, the remaining labels where inferred from the the CDS locations to compare with the ground
truth labels. All nucleotides prior to the first CDS and subsequent to the last are labeled as intergenic.
Nucleotides between two CDS segments are labeled as introns. The first and last nucleotide of each
intron is labeled as a donor and acceptor site respectively for genes predicted to be on the positive
strand, on the negative strand it is reversed (acceptor site is the first nucleotide and donor the last).

Augustus was run with the following settings:

—-—-strand=both —--UTR=o0ff —--AUGUSTUS_CONFIG_PATH=path
-—gff3=on --genemodel=exactlyone —--species=human sequence.fasta

Histone modification CNN models were trained using AdamW with a learning rate of 0.003 and
a weight decay of 0.01 for 100 epochs with a batch size of 256.
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CpG methylation CNN models were trained using AdamW with a learning rate of 0.003 and a
weight decay of 0.01 for 100 epochs with a batch size of 256.

Enhancer annotation CNN models with channel size 2 were trained using AdamW with a learn-
ing rate of 0.001 and a weight decay of 0.01 for 100 epochs with a batch size of 8. Due to the high
label imbalance in the data, positive labels were up-weighted in the loss with a weight corresponding
to the average fraction of positive to negative labels.

Enformer performance was evaluated using the code provided in the Compute contribution scores
section of the Enformer notebook?. For each sample of 100,086 bp, context was expanded bidi-
rectionally and Enformer contribution scores were obtained. The scores were trimmed back to the
original 100,086 bp and average pooled at 128bp, yielding a sequence of 782 bins for each sample.

Noncoding variant effects There are two ways of extracting an embedding for a variant sequence:
It is possible to either take the mean embedding of the full context window, or extract the embedding
at the position where the SNP is found. Within BEND, we opted for the latter approach, as we
consider it more universally applicable to e.g. autoregressive models where preceding embeddings
in the context window cannot contain any information on the variant that comes later in the sequence.
For NT, this means taking the embedding of the 6-mer token containing the variant. For DNABERT-
2 and GENA-LM, the embedding of the BPE token containing the variant is used. For DNABERT
with 6-mer tokenization, we use the embedding of the token that has the mutated residue as its 3rd
nucleotide.

As in autoregressive models subsequent tokens cannot affect already computed embeddings, we
only used an unidirectional context of 512 preceding nucleotides for AWD-LSTM and HyenaDNA.

For the expression dataset, supervised DeepSEA performance was computed from the cross-
validated predictions for split O available in the supplementary material of the original DeepSEA
publication (Zhou & Troyanskaya, 2015). Unsupervised performance could not be recomputed and
was taken at 0.6 from DeepSEA’s Supplementary Figure 6 for the expression dataset. For the disease
dataset, supervised DeepSEA performance was computed by submission to DeepSEA’s online ver-
sion, using the Be 1luga model. The Disease Impact Score (DIS) output was used for benchmarking.

2https://github.com/google-deepmind/deepmind-research/blob/master/
enformer/enformer-usage.ipynb
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A.8 EXTENDED RESULTS

Table A8: Gene finding recall and precision per label.

CDSy (0) Donory (1) Introng (2) Acceptory (3) CDSg (4) Acceptorg, (5) Introng (6) Donorg (7) Intergenic (8)
Model Recall Precision Recall Precision Recall Precision Recall Precision Recall Precision Recall Precision Recall Precision Recall Precision Recall Precision
AUGUSTUS 0.89 0.90 0.80 0.88 0.83 0.87 0.79 0.86 0.89 0.91 0.81 0.86 0.85 0.89 0.80 0.85 0.86 0.81
ResNet 0.79 0.84 0.7 0.81 0.43 0.59 0.63 0.78 0.84 0.83 0.74 0.83 0.68 0.52 0.61 0.76 0.59 0.62
CNN 0.0 0.0 0.0 0.0 0.01 0.28 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 0.39
AWD-LSTM 0.0 0.33 0.0 0.0 0.26 0.28 0.0 0.0 0.0 0.22 0.0 0.0 0.02 0.38 0.0 0.0 0.81 0.4
ResNet-LM 0.59 0.62 0.0 0.0 0.52 0.41 0.0 0.0 0.51 0.76 0.0 0.0 0.56 0.46 0.0 0.0 0.43 0.55
NT-H 0.67 0.59 0.0 0.0 0.59 0.49 0.0 0.0 0.6 0.7 0.0 0.22 0.65 0.54 0.0 0.0 0.49 0.66
NT-MS 0.94 0.89 0.73 0.66 0.84 0.69 0.5 0.73 0.93 0.89 0.64 0.74 0.86 0.69 0.57 0.66 0.55 0.79
NT-1000G 0.78 0.79 0.03 0.28 0.7 0.59 0.01 0.64 0.76 0.84 0.14 0.62 0.74 0.63 0.06 0.43 0.57 0.7
NT-V2 0.94 0.91 0.75 0.73 0.78 0.65 0.55 0.8 0.94 0.91 0.75 0.74 0.81 0.68 0.59 0.77 0.57 0.77
DNABERT 0.43 0.49 0.47 0.33 0.54 0.34 0.24 0.36 0.39 0.58 0.2 0.52 0.2 0.45 0.38 0.35 0.56 0.5
DNABERT2 0.51 0.69 0.09 0.42 0.6 0.5 0.0 0.0 0.51 0.69 0.13 0.49 0.57 0.56 0.0 0.0 0.63 0.65
GENA-LM BERT 0.82 0.81 0.34 0.83 0.69 0.6 0.29 0.59 0.82 0.81 0.26 0.57 0.7 0.61 0.31 0.65 0.53 0.65
GENA-LM BigBird  0.41 0.53 0.13 0.35 0.59 0.49 0.13 0.33 0.39 0.56 0.11 0.33 0.75 0.51 0.04 0.41 0.43 0.66
HyenaDNA tiny 0.17 0.26 0.05 0.11 0.29 0.33 0.02 0.23 0.02 0.39 0.06 0.43 0.04 0.46 0.0 0.0 0.79 0.41
HyenaDNA large 0.23 0.4 0.04 0.18 0.6 0.45 0.06 0.23 0.36 0.4 0.23 0.38 0.62 0.52 0.0 0.08 0.48 0.62
GROVER 0.31 0.53 0.12 0.29 0.55 0.39 0.01 0.14 0.45 0.48 0.26 0.36 0.47 0.48 0.06 0.25 0.48 0.55
Table A9: Chromatin accessibility prediction performance per cell line.
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Cell line 2 3 = & z z z z g g O S = =z o
8988T 0.86 0.82 0.82 0.85 0.83 0.85 0.84 0.84 0.86 0.85 0.84 0.85 0.84 0.85 0.85
AoSMC 0.89 0.75 0.68 0.84 0.75 0.80 0.78 0.81 0.87 0.82 0.78 0.83 0.79 0.85 0.83
Chorion 0.81 0.78 0.77 0.81 0.79 0.81 0.80 0.80 0.82 0.81 0.80 0.81 0.80 0.81
CLL 0.87 0.81 0.80 0.86 0.82 0.84 0.83 0.85 0.88 0.86 0.83 0.86 0.84 0.86 0.86
Fibrobl 0.71 0.68 0.67 0.71 0.69 0.71 0.69 0.70 0.72 0.71 0.70 0.71 0.70 0.71 0.71
FibroP 0.78 0.69 0.65 0.75 0.70 0.74 0.72 0.74 0.77 0.75 0.72 0.75 0.72 0.76 0.75
Gliobla 0.86 0.75 0.71 0.84 0.77 0.82 0.80 0.82 0.86 0.83 0.80 0.83 0.81 0.85 0.83
GM12891 0.89 0.83 0.81 0.87 0.83 0.85 0.84 0.86 0.89 0.87 0.84 0.87 0.85 0.88 0.87
GM12892 0.88 0.84 0.83 0.87 0.85 0.86 0.85 0.86 0.89 0.87 0.86 0.87 0.86 0.88 0.87
GM18507 0.87 0.77 0.74 0.84 0.77 0.80 0.78 0.82 0.87 0.83 0.79 0.84 0.80 0.85 0.84
GM19238 0.86 0.79 0.77 0.84 0.80 0.82 0.81 0.83 0.87 0.84 0.81 0.84 0.82 0.85 0.84
GM19239 0.87 0.79 0.77 0.85 0.80 0.82 0.81 0.84 0.88 0.85 0.81 0.85 0.82 0.86 0.85
GM19240 0.81 0.74 0.73 0.80 0.76 0.77 0.76 0.78 0.82 0.79 0.77 0.80 0.77 0.80 0.79
HYES 0.88 0.81 0.79 0.86 0.82 0.85 0.85 0.85 0.89 0.85 0.83 0.86 0.84 0.87 0.86
HeLa-S3_.IFNa4h 0.85 0.72 0.70 0.82 0.76 0.81 0.79 0.81 0.85 0.81 0.79 0.82 0.79 0.83 0.82
Hepatocytes 0.72 0.73 0.72 0.75 0.74 0.75 0.74 0.74 0.76 0.76 0.75 0.76 0.74 0.75 0.75
HPDEG-E6E7 0.90 0.75 0.70 0.85 0.77 0.83 0.81 0.84 0.88 0.84 0.81 0.85 0.82 0.87 0.85
HSMM_emb 0.90 0.80 0.77 0.88 0.82 0.87 0.85 0.87 0.90 0.88 0.85 0.88 0.85 0.89 0.88
HTRS8svn 0.91 0.76 0.72 0.86 0.78 0.84 0.82 0.85 0.89 0.85 0.82 0.86 0.83 0.88 0.86
Huh-7.5 0.81 0.76 0.75 0.81 0.78 0.80 0.79 0.80 0.83 0.81 0.79 0.81 0.79 0.82 0.81
Huh-7 0.84 0.77 0.75 0.83 0.78 0.81 0.80 0.81 0.86 0.82 0.80 0.82 0.80 0.84 0.83
iPS 0.91 0.87 0.87 0.90 0.88 0.90 0.89 0.90 0.91 0.90 0.88 0.90 0.89 0.91 0.90
Ishikawa_Estradiol 0.85 0.76 0.74 0.83 0.78 0.81 0.79 0.81 0.85 0.81 0.78 0.82 0.79 0.84 0.82
Ishikawa 4OHTAM 0.85 0.77 0.75 0.83 0.78 0.81 0.80 0.81 0.86 0.82 0.79 0.83 0.80 0.84 0.83
LNCaP_androgen 0.82 0.76 0.74 0.83 0.77 0.79 0.78 0.79 0.85 0.81 0.78 0.81 0.78 0.83 0.82
MCF-7_Hypoxia 0.83 0.75 0.74 0.81 0.76 0.79 0.78 0.80 0.85 0.80 0.77 0.80 0.78 0.81 0.80
Medullo 0.72 0.71 0.69 0.73 0.71 0.72 0.71 0.72 0.75 0.74 0.71 0.74 0.72 0.74 0.73
Melano 0.71 0.65 0.63 0.70 0.66 0.68 0.67 0.68 0.71 0.70 0.67 0.69 0.67 0.70 0.69
Myometr 0.84 0.74 0.68 0.82 0.75 0.80 0.78 0.80 0.84 0.81 0.77 0.81 0.79 0.83 0.81
Osteobl 0.72 0.69 0.68 0.72 0.70 0.72 0.71 0.71 0.73 0.72 0.71 0.72 0.71 0.73 0.72
PanlsletD 0.85 0.74 0.68 0.82 0.74 0.79 0.78 0.80 0.84 0.81 0.76 0.81 0.79 0.83 0.82
Panlslets 0.79 0.75 0.74 0.80 0.77 0.80 0.78 0.79 0.81 0.80 0.79 0.80 0.78 0.80 0.80
pHTE 0.81 0.73 0.70 0.79 0.74 0.78 0.76 0.78 0.81 0.78 0.76 0.78 0.77 0.80 0.79
ProgFib 0.85 0.76 0.71 0.83 0.76 0.80 0.79 0.81 0.85 0.82 0.78 0.82 0.80 0.84 0.82
RWPE1 0.90 0.74 0.68 0.85 0.76 0.83 0.81 0.83 0.88 0.84 0.80 0.84 0.82 0.87 0.85
Stellate 0.88 0.77 0.71 0.85 0.77 0.82 0.81 0.83 0.87 0.84 0.80 0.84 0.81 0.86 0.84
T-47D 0.81 0.75 0.73 0.79 0.75 0.78 0.77 0.78 0.81 0.79 0.77 0.79 0.76 0.80 0.79
CD4_ThO 0.79 0.76 0.75 0.80 0.77 0.79 0.78 0.79 0.80 0.80 0.78 0.79 0.78 0.80 0.79
Urothelia 0.90 0.79 0.76 0.87 0.81 0.85 0.84 0.86 0.89 0.87 0.83 0.86 0.84 0.88 0.87
Urothelia_UT189 0.85 0.76 0.73 0.82 0.78 0.81 0.80 0.81 0.88 0.82 0.79 0.81 0.80 0.84 0.83
AG04449 0.90 0.74 0.65 0.83 0.72 0.79 0.76 0.80 0.87 0.81 0.75 0.82 0.78 0.86 0.83
AG04450 0.89 0.74 0.66 0.84 0.74 0.80 0.78 0.81 0.87 0.82 0.77 0.83 0.79 0.86 0.83
AG09309 0.89 0.73 0.65 0.83 0.72 0.78 0.76 0.80 0.87 0.80 0.75 0.82 0.78 0.85 0.82
AG09319 0.89 0.75 0.67 0.84 0.74 0.80 0.78 0.81 0.87 0.82 0.77 0.83 0.79 0.85 0.83
AG10803 0.90 0.74 0.65 0.83 0.72 0.78 0.76 0.80 0.87 0.81 0.75 0.82 0.78 0.86 0.83
AoAF 0.89 0.74 0.66 0.83 0.73 0.79 0.77 0.80 0.87 0.81 0.76 0.82 0.78 0.85 0.83
BE2.C 0.80 0.73 0.69 0.80 0.72 0.76 0.75 0.77 0.83 0.78 0.73 0.79 0.75 0.81 0.79
BJ 0.89 0.75 0.66 0.83 0.73 0.79 0.77 0.80 0.87 0.81 0.76 0.82 0.78 0.85 0.83
Caco-2 091 0.91 0.90 0.92 0.91 091 0.91 091 0.93 0.92 0.90 0.92 0.91 0.92 0.93
CD20+ 0.87 0.78 0.73 0.84 0.76 0.80 0.79 0.83 0.88 0.84 0.78 0.84 0.80 0.85 0.84
CD34+ 0.87 0.75 0.70 0.83 0.73 0.78 0.77 0.82 0.87 0.81 0.76 0.83 0.78 0.84 0.83
CMK 0.81 0.74 0.69 0.81 0.72 0.76 0.74 0.79 0.85 0.78 0.72 0.81 0.76 0.81 0.81
GM06990 0.85 0.78 0.72 0.83 0.73 0.75 0.75 0.80 0.86 0.81 0.74 0.82 0.78 0.83 0.82
GM12864 0.85 0.74 0.67 0.80 0.69 0.73 0.72 0.78 0.85 0.79 0.71 0.80 0.76 0.82 0.80
GM12865 0.86 0.74 0.67 0.81 0.70 0.74 0.73 0.79 0.85 0.79 0.71 0.80 0.76 0.83 0.81
H7-hESC 0.78 0.72 0.69 0.78 0.73 0.75 0.75 0.76 0.83 0.77 0.71 0.79 0.75 0.79 0.79
HAc 0.88 0.74 0.66 0.83 0.74 0.79 0.78 0.81 0.87 0.81 0.76 0.83 0.78 0.86 0.83
HAEpiC 0.86 0.72 0.63 0.81 0.70 0.76 0.74 0.78 0.86 0.79 0.73 0.80 0.76 0.84 0.81
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HA-h 0.88 0.74 0.67 0.83 0.74 0.79 0.78 0.81 0.86 0.81 0.77 0.83 0.79 0.85 0.83
HA-sp 0.84 0.73 0.68 0.81 0.73 0.78 0.76 0.79 0.83 0.80 0.76 0.80 0.77 0.82 0.80
HBMEC 0.89 0.73 0.64 0.83 0.72 0.80 0.78 0.82 0.87 0.82 0.77 0.83 0.79 0.86 0.83
HCF 0.89 0.74 0.66 0.83 0.73 0.79 0.77 0.80 0.87 0.81 0.76 0.83 0.78 0.86 0.83
HCFaa 0.89 0.72 0.64 0.83 0.72 0.80 0.77 0.81 0.87 0.81 0.76 0.82 0.78 0.85 0.82
HCM 0.89 0.73 0.65 0.82 0.72 0.78 0.76 0.80 0.87 0.80 0.75 0.82 0.77 0.85 0.82
HConF 0.89 0.74 0.67 0.84 0.74 0.81 0.78 0.81 0.87 0.82 0.78 0.83 0.79 0.86 0.83
HCPEpiC 0.88 0.71 0.64 0.81 0.71 0.77 0.75 0.79 0.85 0.79 0.74 0.80 0.76 0.84 0.81
HCT-116 0.89 0.73 0.68 0.85 0.75 0.84 0.81 0.85 0.88 0.84 0.80 0.85 0.81 0.87 0.85
HEEpiC 0.90 0.71 0.62 0.82 0.71 0.78 0.76 0.80 0.87 0.80 0.74 0.81 0.78 0.85 0.81
HFF 0.89 0.73 0.65 0.83 0.73 0.79 0.77 0.80 0.86 0.81 0.76 0.82 0.78 0.85 0.82
HFF-Myc 0.86 0.71 0.64 0.81 0.71 0.77 0.75 0.78 0.85 0.79 0.74 0.80 0.76 0.83 0.81
HGF 0.89 0.76 0.66 0.83 0.73 0.78 0.77 0.80 0.87 0.81 0.75 0.82 0.78 0.85 0.83
HIPEpiC 0.88 0.72 0.64 0.81 0.71 0.78 0.76 0.79 0.86 0.80 0.74 0.81 0.77 0.84 0.81
HL-60 0.81 0.70 0.64 0.77 0.67 0.69 0.68 0.73 0.83 0.76 0.66 0.75 0.72 0.80 0.77
HMF 0.90 0.74 0.64 0.84 0.73 0.81 0.78 0.82 0.88 0.83 0.77 0.83 0.80 0.87 0.84
HMVEC-dAd 0.89 0.76 0.70 0.85 0.76 0.81 0.79 0.83 0.88 0.83 0.79 0.85 0.80 0.87 0.84
HMVEC-dBI-Ad 0.89 0.74 0.66 0.84 0.72 0.78 0.76 0.82 0.88 0.81 0.75 0.83 0.78 0.86 0.83
HMVEC-dBI-Neo 0.88 0.73 0.66 0.82 0.72 0.78 0.76 0.81 0.86 0.80 0.75 0.82 0.77 0.85 0.82
HMVEC-dLy-Ad 0.88 0.76 0.68 0.83 0.74 0.79 0.78 0.81 0.87 0.81 0.77 0.83 0.79 0.86 0.83
HMVEC-dLy-Neo 0.89 0.75 0.67 0.84 0.73 0.79 0.77 0.82 0.87 0.81 0.76 0.83 0.79 0.86 0.83
HMVEC-dNeo 0.89 0.76 0.69 0.84 0.75 0.80 0.78 0.82 0.88 0.82 0.77 0.84 0.79 0.86 0.84
HMVEC-LBI 0.89 0.73 0.65 0.83 0.72 0.79 0.77 0.82 0.87 0.81 0.76 0.83 0.78 0.86 0.83
HMVEC-LLy 0.87 0.75 0.68 0.82 0.74 0.78 0.77 0.80 0.86 0.80 0.76 0.82 0.78 0.85 0.82
HNPCEpiC 0.89 0.72 0.64 0.83 0.72 0.79 0.77 0.81 0.87 0.81 0.76 0.82 0.78 0.85 0.83
HPAEC 0.88 0.75 0.68 0.83 0.74 0.80 0.78 0.82 0.87 0.82 0.77 0.84 0.79 0.86 0.83
HPAF 0.89 0.73 0.65 0.83 0.72 0.79 0.77 0.80 0.87 0.81 0.75 0.82 0.78 0.86 0.83
HPdLF 0.89 0.75 0.66 0.83 0.73 0.79 0.77 0.80 0.86 0.81 0.76 0.82 0.78 0.85 0.83
HPF 0.90 0.75 0.67 0.85 0.75 0.81 0.79 0.82 0.88 0.83 0.78 0.83 0.79 0.87 0.84
HRCEpiC 0.85 0.72 0.65 0.82 0.72 0.78 0.76 0.79 0.85 0.79 0.75 0.81 0.78 0.84 0.81
HRE 0.87 0.73 0.65 0.83 0.73 0.80 0.78 0.81 0.87 0.82 0.77 0.83 0.80 0.85 0.83
HRGEC 0.88 0.73 0.66 0.83 0.73 0.79 0.77 0.82 0.86 0.81 0.76 0.83 0.78 0.85 0.83
HRPEpiC 0.83 0.73 0.65 0.80 0.70 0.75 0.74 0.77 0.84 0.79 0.73 0.79 0.76 0.83 0.80
HVMF 0.86 0.74 0.65 0.82 0.71 0.77 0.75 0.78 0.85 0.80 0.74 0.80 0.76 0.83 0.81
Jurkat 0.82 0.72 0.65 0.80 0.67 0.71 0.70 0.78 0.84 0.76 0.68 0.78 0.74 0.82 0.79
Monocytes-CD14+ 0.86 0.74 0.67 0.82 0.71 0.75 0.74 0.80 0.88 0.81 0.72 0.81 0.77 0.84 0.82
NB4 0.87 0.74 0.68 0.83 0.72 0.77 0.75 0.80 0.88 0.81 0.74 0.82 0.77 0.85 0.83
NH-A 0.89 0.75 0.66 0.84 0.73 0.79 0.77 0.81 0.87 0.82 0.76 0.83 0.80 0.86 0.84
NHDF-Ad 0.87 0.74 0.64 0.81 0.70 0.76 0.75 0.78 0.85 0.79 0.73 0.80 0.76 0.84 0.81
NHDF-neo 0.87 0.76 0.65 0.82 0.71 0.77 0.76 0.79 0.86 0.80 0.74 0.81 0.77 0.84 0.82
NHLF 0.89 0.74 0.65 0.83 0.73 0.79 0.77 0.81 0.87 0.81 0.76 0.83 0.79 0.86 0.83
NT2-D1 0.82 0.74 0.71 0.81 0.76 0.79 0.78 0.80 0.85 0.80 0.76 0.82 0.78 0.82 0.81
PANC-1 0.86 0.71 0.65 0.82 0.73 0.81 0.79 0.82 0.85 0.81 0.78 0.82 0.78 0.84 0.82
PrEC 0.89 0.73 0.64 0.83 0.72 0.79 0.77 0.80 0.87 0.80 0.75 0.82 0.79 0.85 0.82
RPTEC 0.84 0.71 0.65 0.81 0.72 0.78 0.75 0.79 0.84 0.79 0.74 0.80 0.77 0.83 0.80
SAEC 0.90 0.71 0.62 0.82 0.71 0.79 0.77 0.80 0.87 0.80 0.75 0.81 0.78 0.85 0.82
SKMC 0.88 0.73 0.65 0.83 0.73 0.78 0.76 0.79 0.87 0.81 0.75 0.81 0.78 0.85 0.82
SK-N-MC 0.81 0.74 0.68 0.79 0.71 0.76 0.74 0.77 0.81 0.77 0.73 0.78 0.75 0.80 0.78
SK-N-SH_RA 0.87 0.85 0.81 0.89 0.83 0.85 0.85 0.86 0.90 0.87 0.83 0.88 0.85 0.89 0.88
Th2 0.86 0.79 0.73 0.84 0.76 0.78 0.78 0.83 0.87 0.82 0.77 0.84 0.81 0.86 0.84
WERI-Rb-1 0.75 0.75 0.65 0.81 0.70 0.70 0.72 0.77 0.86 0.79 0.67 0.79 0.75 0.82 0.80
WI-38 0.89 0.73 0.64 0.83 0.72 0.79 0.77 0.81 0.87 0.81 0.76 0.82 0.78 0.85 0.83
WI-38 4OHTAM 0.84 0.72 0.62 0.81 0.70 0.77 0.75 0.79 0.84 0.79 0.74 0.80 0.77 0.83 0.80
A549 0.84 0.71 0.67 0.81 0.74 0.79 0.78 0.80 0.84 0.80 0.77 0.80 0.78 0.82 0.81
GM12878 0.82 0.73 0.69 0.78 0.71 0.74 0.73 0.77 0.82 0.78 0.73 0.78 0.75 0.80 0.78
H1-hESC 0.86 0.82 0.80 0.85 0.82 0.84 0.84 0.84 0.87 0.84 0.82 0.85 0.84 0.86 0.85
HeLa-S3 0.82 0.70 0.66 0.79 0.71 0.76 0.75 0.77 0.82 0.78 0.74 0.78 0.76 0.80 0.78
HepG2 0.85 0.79 0.78 0.84 0.80 0.83 0.82 0.83 0.86 0.84 0.81 0.84 0.82 0.85 0.84
HMEC 0.80 0.71 0.68 0.77 0.72 0.76 0.74 0.76 0.79 0.76 0.73 0.77 0.75 0.78 0.77
HSMM 0.84 0.72 0.65 0.80 0.71 0.75 0.74 0.77 0.83 0.78 0.73 0.79 0.76 0.81 0.80
HSMMtube 0.83 0.74 0.69 0.80 0.73 0.77 0.76 0.78 0.84 0.79 0.74 0.79 0.77 0.82 0.80
HUVEC 0.86 0.75 0.69 0.83 0.75 0.79 0.78 0.81 0.85 0.81 0.77 0.82 0.79 0.84 0.82
K562 0.76 0.73 0.69 0.78 0.71 0.74 0.73 0.75 0.81 0.75 0.72 0.77 0.74 0.77 0.78
LNCaP 0.74 0.71 0.67 0.75 0.68 0.70 0.69 0.71 0.77 0.73 0.68 0.73 0.70 0.76 0.74
MCF-7 0.80 0.69 0.67 0.77 0.69 0.73 0.72 0.74 0.79 0.75 0.71 0.75 0.72 0.77 0.76
NHEK 0.86 0.72 0.67 0.81 0.74 0.79 0.77 0.80 0.85 0.80 0.76 0.81 0.78 0.83 0.81
Th1 0.77 0.75 0.74 0.78 0.76 0.77 0.76 0.77 0.78 0.78 0.76 0.78 0.77 0.78 0.78
Table A10: Histone modification prediction performance per label.
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H3K27me3_K562 (0) 0.63 0.67 0.66 0.70 0.69 0.70 0.69 0.68 0.72 0.70 0.70 0.71 0.68 0.67 0.70
H3K9ac K562 (1) 0.87 0.85 0.85 0.87 0.86 0.86 0.87 0.86 0.87 0.86 0.86 0.87 0.87 0.87 0.87
H3K9me3_K562 (2) 0.74 0.77 0.75 0.84 0.83 0.83 0.83 0.78 0.83 0.84 0.86 0.86 0.79 0.80 0.82
H3K4mel K562 (3) 0.65 0.67 0.65 0.68 0.67 0.68 0.67 0.67 0.71 0.69 0.67 0.69 0.67 0.67 0.69
H3K9ac_K562 (4) 0.74 0.75 0.70 0.74 0.73 0.75 0.74 0.74 0.77 0.75 0.75 0.75 0.74 0.74 0.75
H3K4mel K562 (5) 0.80 0.80 0.80 0.81 0.81 0.81 0.81 0.80 0.82 0.81 0.80 0.81 0.81 0.81 0.81
H3K36me3_K562 (6) 0.63 0.65 0.62 0.70 0.70 0.74 0.71 0.66 0.70 0.72 0.73 0.74 0.65 0.67 0.69
H3K36me3_K562 (7) 0.75 0.77 0.75 0.78 0.77 0.79 0.77 0.77 0.78 0.78 0.78 0.79 0.76 0.77 0.77
H4K20mel K562 (8) 0.62 0.69 0.69 0.71 0.69 0.71 0.69 0.69 0.72 0.71 0.70 0.72 0.69 0.69 0.71
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H3K27me3_K562 (9) 0.74 0.74 0.75 0.80 0.79 0.80 0.80 0.79 0.80 0.79 0.80 0.80 0.78 0.77 0.80
H3K4me3_K562 (10) 0.88 0.89 0.87 0.89 0.88 0.89 0.89 0.89 0.9 0.89 0.89 0.89 0.89 0.89 0.89
H3K4me3_ K562 (11) 0.89 0.89 0.87 0.89 0.89 0.89 0.89 0.89 0.9 0.89 0.89 0.89 0.89 0.89 0.89
H3K4me3_ K562 (12) 0.84 0.85 0.82 0.85 0.84 0.85 0.85 0.84 0.86 0.85 0.85 0.85 0.85 0.85 0.85
H3K4me3_ K562 (13) 0.76 0.77 0.72 0.77 0.75 0.77 0.76 0.76 0.80 0.77 0.77 0.78 0.76 0.75 0.77
H3K79me2 K562 (14) 0.74 0.76 0.75 0.76 0.76 0.76 0.76 0.75 0.76 0.76 0.76 0.77 0.76 0.70 0.76
H3K4me2 K562 (15) 0.70 0.72 0.67 0.71 0.70 0.72 0.71 0.71 0.75 0.73 0.71 0.72 0.70 0.70 0.72
H3K27ac_ K562 (16) 0.70 0.72 0.67 0.71 0.70 0.72 0.70 0.71 0.76 0.73 0.71 0.72 0.71 0.71 0.72
H2AFZ K562 (17) 0.70 0.71 0.67 0.72 0.71 0.73 0.71 0.71 0.75 0.73 0.73 0.73 0.70 0.70 0.72

Table A11: CpG methylation prediction performance per cell line.

Model SK-N-SH GM23248 A549 HepG2 HUES64 GM23248 HeLa-S3
ENCFF567KCL ENCFF170XYJ ENCFF948WVD ENCFF690FNR ENCFF890GMD ENCFF840XVU ENCFF754RAW
Basset 0.93 0.94 0.93 0.90 0.95 0.94 0.93
CNN 0.84 0.84 0.84 0.82 0.93 0.84 0.83
ResNet-LM 0.86 0.87 0.86 0.85 0.94 0.87 0.86
AWD-LSTM 0.80 0.80 0.80 0.78 0.89 0.80 0.79
NT-H 0.87 0.87 0.87 0.85 0.94 0.87 0.87
NT-MS 0.92 0.92 0.92 0.89 0.96 0.92 0.91
NT-1000G (2.5B) 0.88 0.88 0.88 0.86 0.94 0.88 0.87
NT-V2 0.90 091 0.90 0.88 0.96 091 0.90
DNABERT 091 0.91 091 0.88 0.96 091 0.90
DNABERT-2 0.89 0.89 0.89 0.87 0.96 0.89 0.89
GENA-LM BERT 0.91 0.91 0.91 0.89 0.95 0.91 0.90
GENA-LM BigBird 0.90 0.91 0.90 0.88 0.95 0.91 0.90
HyenaDNA tiny 0.85 0.85 0.85 0.83 0.92 0.85 0.84
HyenaDNA large 0.91 091 091 0.88 0.94 091 0.90
GROVER 0.88 0.89 0.88 0.86 0.94 0.89 0.88

Table A12: Variant effect prediction performance (AUROC) on the expression variant effect pre-
diction dataset, stratified by variant category. Categories that only have samples of one label were
ommitted as no AUC can be determined. For completeness, also AUROCSs on categories with very
low sample numbers are reported, but should be interpreted with caution.
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DeepSEA 070  0.69 0.71 071 071 068 064 072 064 055 062 072 046 054 035 083 1.00
ResNet-LM 055 054 056 055 052 051 054 044 046 044 054 049 069 070 050 050 1.00
AWD-LSTM 053 054 052 055 056 053 051 051 051 048 051 0.44  0.31 028 038 037 0.00
NT-H 055 054 054 055 052 051 049 043 044 051 033 057 036 071 050 067 1.00
NT-MS 055 053 054 055 054 055 057 048 053 054 051 054 056 065 019 060 1.00
NT-1000G-2.5B 044 043 043 044 048 046 048 044 047 042 040 044 039 054 027 021 1.00
NT-1000G-500M 049 048 049 047 050 053 050 045 051 0.51 048 040 066 029 046 033 0.00
NT-V2-500M 048 047 046 048 050 048 050 041 0.51 058 054 034 051 068 077 040 0.00
DNABERT 060 059 061 060 057 057 055 060 051 0.51 070 057 079 081 065 05 0.00
DNABERT-2 049 049 047 049 053 048 048 052 057 049 047 055 078 059 035 052 100
GENA-LM BERT 049 049 050 050 054 051 0.51 049 055 051 047 053 027 029 058 0.60 0.00
GENA-LM BigBird 049 048 048 049 052 051 052 049 053 051 047 053 024 043 035 055 0.00
HyenaDNA large 051 052 050 052 053 051 050 049 048 047 054 049 037 026 019 033 0.00

HyenaDNA medium (160k) 048 049 047 050 052 049 049 046 046 049 053 051 034 023 019 033 000
HyenaDNA medium (450k) 0.50 051 049 052 054 050 050 047 045 048 053 054 039 026 019 038 0.00

HyenaDNA small 046 047 045 047 050 047 048 047 050 049 050 042 032 025 019 033 0.00
HyenaDNA tiny 047 048 044 049 051 049 048 045 050 048 049 039 037 035 023 024 000
GROVER 055 055 058 055 055 056 056 050 056 041 048 066 036 046 042 074 0.00

35



Published as a conference paper at ICLR 2024

Table A13: Variant effect prediction performance (AUROC) on the disease variant effect prediction
dataset, stratified by variant category. Categories that only have samples of one label were ommitted
as no AUC can be determined. For completeness, also AUCs on categories with very low sample
numbers are reported, but should be interpreted with caution.
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Model SEE 2E KE Z5 wmE 28 KE WE DOE KE KE AE =ZE EFE
DeepSEA 048 044 046 073 069 047 048 058 061 045 041 072 018 092
ResNet-LM 051 067 053 050 051 055 048 046 058 064 063 031 079 005
AWD-LSTM 053 056 059 052 050 048 052 046 047 050 043 040 012 053
NT-H 043 053 049 051 056 051 052 053 052 049 050 053 038 058
NT-MS 062 070 065 057 055 074 061 057 056 076 076 044 082 0.63
NT-1000G-2.5B 049 057 054 052 048 051 050 047 045 052 052 045 010 0.11
NT-1000G-500M 046 053 050 049 040 051 049 047 041 047 049 036 003 0.63
NT-V2-500M 050 052 049 050 036 049 053 052 046 050 043 054 033 021
DNABERT 052 055 047 048 0.63 054 051 062 058 055 056 062 072 0.05
DNABERT-2 048 046 053 054 049 050 052 045 051 045 052 051 092 095
GENA-LM BERT 050 049 048 051 050 056 060 050 041 047 042 050 095 1.00
GENA-LM BigBird 048 048 046 051 052 054 060 046 045 048 043 060 1.00 0.89
HyenaDNA large 053 052 059 052 048 044 052 048 048 048 042 040 000 0.63

HyenaDNA medium 160k  0.52 054 0.60 054 046 044 051 046 050 047 041 041 000 047
HyenaDNA medium 450k 053 053 058 051 046 045 050 051 050 047 042 035 000 037

HyenaDNA small 053 054 059 053 047 044 049 046 053 048 041 044 010 042
HyenaDNA tiny 053 055 059 053 047 044 052 048 050 048 042 044 0.08 0.37
GROVER 050 046 042 048 054 049 053 055 052 049 045 042 021 021

Table A14: Variant effect prediction performance on the disease variant effects prediction dataset
with more stringent filtering. Variants labeled as “Likely” in ClinVar were omitted, yielding a
reduced dataset (Benign n=100,623, Pathogenic n=8,188). Similarly to the results on the full
dataset, NT-MS outperforms DeepSEA. Additionally, ResNet-LM and DNABERT show strong per-
formance.

Model AUC
DeepSEA 0.57
ResNet-LM 0.61
AWD-LSTM 0.45
NT-H 0.52
NT-MS 0.74
NT-1000G-2.5B 0.49
NT-1000G-500M 0.46
NT-V2-500M 0.48
DNABERT 0.62
DNABERT2 0.50
GENA-LM BERT 0.56
GENA-LM BigBird 0.52
HyenaDNA large 0.44

HyenaDNA medium 160k 0.43
HyenaDNA medium 450k  0.44

HyenaDNA small 0.41
HyenaDNA tiny 0.43
GROVER 0.52
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