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Abstract

Deep learning has exhibited superior performance for various tasks, especially
for high-dimensional datasets, such as images. To understand this property,
we investigate the approximation and estimation ability of deep learning on
anisotropic Besov spaces. The anisotropic Besov space is characterized by
direction-dependent smoothness and includes several function classes that have
been investigated thus far. We demonstrate that the approximation error and es-
timation error of deep learning only depend on the average value of the smooth-
ness parameters in all directions. Consequently, the curse of dimensionality can
be avoided if the smoothness of the target function is highly anisotropic. Un-
like existing studies, our analysis does not require a low-dimensional structure of
the input data. We also investigate the minimax optimality of deep learning and
compare its performance with that of the kernel method (more generally, linear
estimators). The results show that deep learning has better dependence on the in-
put dimensionality if the target function possesses anisotropic smoothness, and it
achieves an adaptive rate for functions with spatially inhomogeneous smoothness.

1 Introduction

Based on the recent literature pertaining to machine learning, deep learning has exhibited superior
performance in several tasks such as image recognition (Krizhevsky et al., 2012), natural language
processing (Devlin et al., 2018), and image synthesis (Radford et al., 2015). In particular, its superi-
ority is remarkable for complicated and high-dimensional data like images. This is mainly due to its
high flexibility and superior feature-extraction ability for effectively extracting the intrinsic structure
of data. Its theoretical analysis also has been extensively developed considering several aspects such
as expressive ability, optimization, and generalization error.

Amongst representation ability analysis of deep neural networks such as universal approximation
ability (Cybenko, 1989; Hornik, 1991; Sonoda & Murata, 2017), approximation theory of deep
neural networks on typical function classes such as Holder, Sobolev, and Besov spaces have been
extensively studied. In particular, analyses of deep neural networks with the ReLU activation (Nair
& Hinton, 2010; Glorot et al., 2011) have been recently developed. Schmidt-Hieber (2020) showed
that the deep learning with ReLU activations can achieve the minimax optimal estimation accuracy
to estimate composite functions in Holder spaces by using the approximation theory of Yarotsky
(2017). Suzuki (2019) generalized this analysis to those on the Besov space and the mixed smooth
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Table 1: Relationship between existing research and our work. [ indicates the smoothness of the
target function, d is the dimensionality of input x, D is the dimensionality of a low-dimensional

structure on which the data are distributed, and [ is the average smoothness of an anisotropic Besov
space (Eq. (1)).

Function Holder Besov mixed smooth | Holder on a low- | anisotropic
class Besov dimensional set Besov
Author Schmidt- Suzuki Suzuki (2019) Nakada & Imaizumi | This work
Hieber (2019) (2020);  Schmidt-Hieber
(2020) (2019); Chen et al. (2019)

. . ~ 28 ~ 28 ~ _ 2B ~  __28B ~  __28
Estimation O(n~2p+d) | O(n~28+d) | O(n~ 26FT X O(n™ 28+D) O(n 26+1)
error 2(d—1)(u+8)

log(n)  1+28 )

Besov space by utilizing the techniques developed in approximation theories (Temlyakov, 1993;
DeVore, 1998). It was shown that deep learning can achieve an adaptive approximation error rate
that is faster than that of (non-adaptive) linear approximation methods (DeVore & Popov, 1988;
DeVore et al., 1993; Diing, 2011b), and it outperforms any linear estimators (including kernel ridge
regression) in terms of the minimax optimal rate.

From these analyses, one can see that the approximation errors and estimation errors are strongly
influenced by two factors, i.e., the smoothness of the target function and the dimensionality of the
input (see Table 1). In particular, they suffer from the curse of dimensionality, which is unavoid-
able. However, these analyses are about the worst case errors and do not exploit specific intrinsic
properties of the true distributions. For example, practically encountered data usually possess low
intrinsic dimensionality, i.e., data are distributed on a low dimensional sub-manifold of the input
space (Tenenbaum et al., 2000; Belkin & Niyogi, 2003). Recently, Nakada & Imaizumi (2020);
Schmidt-Hieber (2019); Chen et al. (2019); Chen et al. (2019) have shown that deep ReLLU network
has adaptivity to the intrinsic dimensionality of data and can avoid curse of dimensionality if the
intrinsic dimensionality is small. However, one drawback is that they assumed exact low dimen-
sionality of the input data. This could be a strong assumption because practically observed data
are always noisy, and injecting noise immediately destroys the low-dimensional structure. There-
fore, we consider another direction in this paper. In terms of curse of dimensionality, Suzuki (2019)
showed that deep learning can alleviate the curse of dimensionality to estimate functions in a so
called mixed smooth Besov space (m-Besov). However, m-Besov space assumes strong smoothness
toward all directions uniformly and does not include the ordinary Besov space as a special case.
Moreover, the convergence rate includes heavy poly-log term which is not negligible (see Table 1).

In practice, one of the typically expected properties of a true function on high-dimensional data is
that it is invariant against perturbations of an input in some specific directions (Figure 1). For ex-
ample, in image-recognition tasks, the target function must be invariant against the spatial shift of
an input image, which is utilized by data-augmentation techniques (Simard et al., 2003; Krizhevsky
et al., 2012). In this paper, we investigate the approximation and estimation abilities of deep learn-
ing on anisotropic Besov spaces (Nikol’skii, 1975; Vybiral, 2006; Triebel, 2011) (also called dom-
inated mixed-smooth Besov spaces). An anisotropic Besov space is a set of functions that have
“direction-dependent” smoothness, whereas ordinary function spaces such as Holder, Sobolev, and
Besov spaces assume isotropic smoothness that is uniform in all directions. We consider a com-
position of functions included in an anisotropic Besov space, including several existing settings as
special cases; it includes analyses of the Holder space Schmidt-Hieber (2020) and Besov space
Suzuki (2019), as well as the low-dimensional sub-manifold setting (Nakada & Imaizumi, 2020;
Schmidt-Hieber, 2019; Chen et al., 2019; Chen et al., 2019)'. By considering such a space, we
can show that deep learning can alleviate curse of dimensionality if the smoothness in each direc-
tion is highly anisotropic. Interestingly, any linear estimator (including kernel ridge regression) has
worse dependence on the dimensionality than deep learning. Our contributions can be summarized
as follows:

* We consider a situation in which the target function is included in a class of anisotropic Besov
spaces and show that deep learning can avoid the curse of dimensionality even if the input data

"We would like to remark that the analysis of Nakada & Imaizumi (2020) does not require smoothness of
the embedded manifold that is not covered in this paper.



do not lie on a low-dimensional manifold. Moreover, deep learning can achieve the optimal
adaptive approximation error rate and minimax optimal estimation error rate.

* We compare deep learning with general linear estimators (including kernel methods) and show
that deep learning has better dependence on the input dimensionality than linear estimators.

2 Problem setting and the model

In this section, we describe the problem setting considered in this work. We consider the following
nonparametric regression model:

Yi Zfo(l‘i)—ng (i:L...,n),

where ; is generated from a probability distribution Px on [0,1]%, & ~ N(0,02), and the
data D, = (z;,y;)", are independently identically distributed. f° is the true function that
we want to estimate. We are interested in the mean squared estimation error of an estimator f
Ep, [||f— rolz. (Px))» Where Ep, [-] indicates the expectation with respect to the training data D;,.
We consider a least-squares estimator in the deep neural network model as f (see Eq. (5)) and
discuss its optimality. More specifically, we investigate how the “intrinsic dimensionality” of data

affects the estimation accuracy of deep learning. For this purpose, we consider an anisotropic Besov
space as a model of the target function.

2.1 Anisotropic Besov space

In this section, we introduce the anisotropic Besov which was investigated as the model of the true
function in this paper. Throughout this paper, we set the domain of the input to Q = [0, 1]¢. For a

function f : Q@ — R, let || f|l, == || fllrr() := (Jq [f|Pdz)/P for 0 < p < oo. For p = oo, we
define || flloc := [ fll o () := suPyeq | (2)]. For 8 € RY,. let 8] = 35, |65
For a function f : R? — R, we define the rth difference of f in the direction h € R¢ as
AM(N)(@) = AT D)+ h) - A (@), AU () = fa),
for x € Q with z + rh € Q, otherwise, let A} (f)(z) = 0.

Definition 1. For a function f € L?(§)) where p € (0, 00|, the r-th modulus of smoothness of f is
defined by wr.p(f,t) = suppepa.in,|<i, 1AL (), fort = (ta, ... ta), t: > 0.

With this modulus of smoothness, we define the anisotropic Besov space B{iq(ﬂ) for f =
(B1,...,Ba)" € RL, as follows.

Definition 2 (Anisotropic Besov space (ng(Q))). For0 < p,q<oo, = (B1,...,B)" € }R{iH,
r=max;|f3;| + 1, let the seminorm | - |pa = be

o 1/q
<z 2rw,(f, @ MP 2K Bae) (g < oo),

|f|B§,q = k=0
SUpg > 2’er’p(f, (2"“/51 e, 2_’“/6d)) (g = o0).

The norm of the anisotropic Besov space B{f’q(Q) is defined by ||f||ng = ||fll, + |f‘ng’ and
B,(@) = {f € LX) | /]l 53, < o0}

Roughly speaking 3 represents the smoothness in each direction. If 5; is large, then a function in
B{i q is smooth to the ith coordinate direction, otherwise, it is non-smooth to that direction. p is also
an important quantity that controls the spatial inhomogeneity of the smoothness. If 31 = 3 = -+ =
B, then the definition is equivalent to the usual Besov space (DeVore & Popov, 1988; DeVore et al.,
1993). Suzuki (2019) analyzed curse of dimensionality of deep learning through a so-called mixed
smooth Besov (m-Besov) space which imposes a stronger condition toward all directions uniformly.

*Welet N := {1,2,3,...},Z; :={0,1,2,3,... }, 2% := {(21,...,24) | s € Z+},Ry :={z >0 |
z€R}andRyy :=={z >0 |z R} Welet[N] :={1,...,N}for N € N.



Particularly, it imposes stronger smoothness toward non-coordinate axis directions. Moreover, m-
Besov space does not include the vanilla Besov space as a special case and thus cannot capture the
situation that we consider in this paper.

Throughout this paper, for given 8 = (B81,...,84)" € Ri 4, we write  := min; 3; (smallest

smoothness) and 3 := max; (; (largest smoothness). The approx1mat10n error of a function in
anisotropic Besov spaces is characterized by the harmonic mean of ( BJ) which corresponds to

Jj=r
the average smoothness, and thus we define

= (2?21 1/@-)_1 . (1)

The Besov space is closely related to other function spaces such as Holder space. Let 0° f(z) =
olely (I’)

0%1xy...0%xy

Definition 3 (Holder space (C?(2))). For a smoothness paraemter 3 € Ry, with 3 ¢ N, con-
sider an m times differentiable function f : R? — R where m = |B] (the largest integer
less than (3), and let the norm of the Holder space C°(Q) be ||f|lcs := max|q|<m ||0%fllso +
MaX|q|=m SUP, yecn w Then, (B-)Holder space CP(Q) is defined as CP(Q) = {f |
[[flles < oo}

Let CY(£2) be the set of continuous functions equipped with L>-norm: C°(Q2) := {f : Q@ — R |
f is continuous and || f||c < oo}. These function spaces are closely related to each other.

Proposition 1 (Triebel (2011)). There exist the following relations between the spaces:

1. For B=(Bo,....Bo)" € R with By & N, it holds that C%(Q) = BE, ().

2. For 0 < p1,p2,q < 00, p1 < pgand B € RL with B > (1/p1 — 1/p2) >, it holds that*
By, 4(Q) <= B2, () fory = 1= (1/p1 = 1/p2)+/B.

3. For0 < p,q1,q2 < 00, q1 < @2, and [ € R_H_, it holds that Bgm — Bgm. In particular,
with properties 1 and 2, if B > 1/p, it holds that ng(Q) < C"B(Q) where v = 1 — 1/(Bp).

4. For0 <p,q<ocoandf} € R_H_, if 8 > 1/p, then ng(Q) — C%(Q).

This result is basically proven by Triebel (2011). For completeness, we provide its derivation in
Appendix D. If the average smoothness [ is sufﬁciently large (8 > 1/p), then the functions in

BB are continuous; however, if it is small (ﬁ < 1/p), then they are no longer continuous. Small
D 1ndlcates spatially inhomogeneous smoothness; thus, spikes and jumps appear (see Donoho &
Johnstone (1998) for this perspective, from the viewpoint of wavelet analysis).

2.2 Model of the true function

As a model of the true function f°, we consider two types of models: Affien composition model and
deep composition model. For a Banach space H, we let U (#H) be the unit ball of .

(a) Affine composition model: The first model we introduced is a very naive model which is just a
composition of an affine transformation and a function in the anisotropic Besov space:

Ha == {h(Az +b) | h € U(BE ((0,1]7), A€ R be R s.t. Az +b € [0,1)7 (Vz € Q)},

where we assume d < d. Here, we assumed that the affine transformation has an appropriate scaling
such that Az + b is included in the domain of h for all z € 2. This is a quite naive model but
provides an instructive example to understand how the estimation error of deep learning behaves
under the anisotropic setting.

(b) Deep composition model: The deep composition model generalizes the affine composition
model to a composition of nonlinear functions. Let m; = d, my+1 = 1, m, be the dimension of the

*Here, we let ()4 := max{z, 0}.
“The symbol < means continuous embedding.



Figure 1: Near low dimensional
data distribution with anisotropic
smoothness of the target func-
tion. The target function has less
smoothness (s1, s2) toward the first
two coordinates on the manifold
while it is almost constant toward
the third coordinate (large s3).

direction

(th layer, and let ) ¢ R™"{ be the smoothness parameter in the ¢th layer. The deep composition
model is defined as

Haeep := {hm o---0hi(z) | he : [0,1]™¢— [0, 1]+, hey € U(Bg)(;)([O, 11™#)) (Vk € [mes1))}-

Here, the interval [0, 1] can be replaced by another compact interval, such as [ag, b;], but this dif-
ference can be absorbed by changing a scaling factor. The assumption ||k k|| BE® < 1 can also be

relaxed, but we do not pursue that direction due to presentanon simplicity. Th1s model includes the
affine composition model as a special case. However, it requires a stronger assumption to properly
evaluate the estimation error on this model.

Examples The model we have introduced includes some instructive examples as listed below:

(a) Linear projection Schmidt-Hieber (2020) analyzed estimation of the following model by deep
learning: f°(z) = g(w'x) where g € C?([0,1]) and w € R?. In this example, the function f°
varies along only one direction, w. Apparently, this is an example of the affine composition model.

(b) Distribution on low dimensional smooth manifold Assume that the input z is distributed
on a low-dimensional smooth manifold embedded in €2, and the smoothness of the true function
f° is anisotropic along a coordinate direction on the manifold. We suppose that the low dimen-
sional manifold is d-dimensional andfi < d. In this situation, the true function can be written as
fo(x) = h(¢(x)) where ¢ : R — R is a map that returns the coordinate of 2 on the manifold and

h is an element in an anisotropic Besov space on R¢. This situation appears if data is distributed
on a low-dimensional sub-manifold of €2 and the target function is invariant against noise injection
to some direction on the manifold at each input point x (Figure 1 illustrates this situation). One
typical example of this situation is a function invariant with data augmentation (Simard et al., 2003;
Krizhevsky et al., 2012). Even if the noise injection destroys low dimensionality of the data distribu-
tion (i.e., d = d), an anisotropic smoothness of the target function eases the curse of dimensionality
as analyzed below, which is quite different from existing works (Yang & Dunson, 2016; Bickel &
Li, 2007; Nakada & Imaizumi, 2020; Schmidt-Hieber, 2019; Chen et al., 2019; Chen et al., 2019).

Related work Here, we introduce some more related work and discuss their relation to our analy-
sis. The statistical analysis on an anisotropic Besov space can be back to Ibragimov & Khas’minskii
(1984) who considered density estimation, where the density is assumed to be included in an

anisotropic Sobolev space with p > 2, and derived the minimax optimal rate n~"%/(28+1) with
respect to L"-norm. Nyssbaum (1983, 1987) analyzed a nonparametric regression problem on an
anisotropic Besov space. Following these results, several studied have been conducted in the liter-
ature pertaining to nonparametric statistics, such as nonlinear kernel estimator Kerkyacharian et al.
(2001), adaptive confidence band construction Hoffman & Lepski (2002), optimal aggregation Gaif-
fas & Lecue (2011), Gaussian process estimator Bhattacharya et al. (2011, 2014), and kernel ridge
regression Hang & Steinwart (2018). Basically, these studies investigated estimation problems in
which the target function is in anisotropic Besov spaces, but the composition models considered in
this paper have not been analyzed. Hoffman & Lepski (2002); Bhattacharya et al. (2011) consid-
ered a dimension reduction model; that is, the target function is dependent on only a few variables
of z, but they did not deal with more general models, such as the affine/deep composition models.
The nonparametric regression problems where the input data are distributed on a low-dimensional
smooth manifold has been studied as a “manifold regression” Yang & Dunson (2016); Bickel & Li



(2007); Yang & Tokdar (2015). Such a model can be considered as a specific example of the deep
composition model. In this sense, our analysis is a significant extension of these analyses.

3 Approximation error analysis

Here, we consider approximating the true function f° via a deep neural network and derive the
approximation error. As the activation function, we consider the ReLLU activation denoted by
n(x) = max{x,0} (z € R). For a vector z, n(z) is operated in an element-wise manner. The
model of neural networks with height L, width W, sparsity constraint S, and norm constraint B as
O(L,W, S, B) := {WEn(-) + b)) o - -0 WDz + b1y | W) € RXW (1) ¢ R, W ¢
R4 51 € RV WO € RV*XW 50 € RV(1 < £ < L), S, (IIWOlo + [6©]0) <
S, maxy [[WE || o V [[b0)]| o < B}, where || - ||o is the £-norm of the matrix (the number of non-
zero elements of the matrix), and || - || is the £o-norm of the matrix (maximum of the absolute
values of the elements). The sparsity constraint and norm bounds are required to obtain the near-
optimal rate of the estimation error. To evaluate the accuracy of the deep neural network model in
approximating target functions, we define the worst-case approximation error as

R (F,H) :==suppuey infrer || f* = fllzr (o),
where F is the set of functions used for approximation, and 7 is the set of target functions.
Proposition 2 (Approximation ability for anisotropic Besov space). Suppose that 0 < p,q,r < 00
and ,876 R% satisfy the following condition: 3 > (1/p — 1/r). A~ssume that m € N satisfies
0 < f < min(m,m —1+1/p). Let 6 = (1/p —1/r)y, v = (8 — 0)/(29) and Wy(d) :=
6dm(m + 2) + 2d. Then, for N € N, we can bound the approximation error as

RT‘(‘I)(Ll’ W17 Sla Bl)? U(Bg,q(Q))) 5 N_ﬁa
by setting

(d) == 3 + 2[log, (

L
S1(d) == [(L — YWZ + 1]N, Bi(d) := O(NI+ " H/p=B)s), 3)

) + 51 logy(d v m)], Wi(d) = NG, @

3
EC(d

fore= N-B log(N)~! and a constant C(d,m) depending only on d and m.

The proof of this proposition is provided in Appendix B. The rate N7 is the optimal adaptive
approximation error rate that can be achieved by a model with N parameters (the difference be-
tween adaptive and non-adaptive methods is explained in the discussion below). Note that this is
an approximation error in an oracle setting and no sample complexity appears here. We notice that
we can avoid the curse of dimensionality if the average smoothness 3 is small. This means that
if the target function is non-smooth in only a few directions and smooth in other directions, we
can avoid the curse of dimensionality. In contrast, if we consider an isotropic Besov space where
By =-+- = B4(= B), then § = B/d, which directly depends on the dimensionality d, and we need
an exponentially large number of parameters in this situation to achieve e-accuracy. Therefore, the
anisotropic smoothness has a significant impact on the approximation error rate. The assumption
B > (1/p — 1/r) 4 ensures the L, -integrability of the target function, and the inequality (without
equality) admits a near-optimal wavelet approximation of the target function in terms of L,.-norm.

Using this evaluation as a basic tool, we can obtain the approximation error for the deep composition
models. We can also obtain the approximation error for the affine composition models, but it is
almost identical to Proposition 2. Therefore, we defer it to Appendix A.

Theorem 1 (Deep composition model). Assume that 5(‘3) > 1/pforalll = 1,...,H. Then, the
estimation error on the deep composition model is bounded as
Reo(®(L, W, S, B), Haeep) S max N7, 4)
Le[H)
where 5 = B TTL, (8% = 1/p) A1), and L = 3747, (Ly(me) +1), W = maxo(Wi (my) v

meg1), S = 2521(51(7”@) + 3me41), B = max, Bi(my).



The proof can be found in Appendix B.1. Since the model is more general than the vanilla
anisotropic Besov space, we require a stronger assumption () > 1/p on ) than the condi-
tion in Proposition 2. This is because we need to bound the Holder smoothness of the remaining
layers to bound the influence of the approximation error in the internal layers to the entire function.
Holder smoothness is ensured according to the embedding property under this condition (Proposi-
tion 1). This Holder smoothness assumption affects the approximation error rate. The convergence

rate 3*(4) in Eq. (4) is different from that in Eq. (8). This is because the approximation error
in the internal layers are propagated through the remaining layers with Holder smoothness and its
amplitude is controlled by the Holder smoothness.

Approximation error by non-adaptive method The approximation error obtained in the
previous section is called an adaptive error rate in the literature regarding approximation theory
(DeVore, 1998). If we fix N bases beforehand and approximate the target function by a linear
combination of the IV bases (which is called the non-adaptive method), then we cannot achieve the
adaptive error rate obtained in the previous section. Roughly speaking, the approximation error of

non-adaptive methods is lower bounded by Nf(ﬁf(%f etz ) ) (Myronyuk, 2015, 2016, 2017),
which is slower than the approximation error rate of deep neural networks especially for small p.

4 Estimation error analysis

In this section, we analyze the accuracy of deep learning in estimating a function in compositions of
anisotropic Besov spaces. We consider a least-squares estimator in the deep neural network model:

~ —

f= argminf:fe@(L,W,S,B) Z?:l(yi - f(mi))2 &)

where f is the clipping of f defined by f = min{max{f, —F'}, F'} for a constant F' > 0 which is
realized by ReLU units. The network parameters (L, W, .S, B) should be specified appropriately as
indicated in Theorems 2 and 3. In practice, these parameters can be specified by cross validation.
Indeed, we can theoretically show that cross validation can provide the appropriate choice of these
parameters in compensation to an additional log(n)-factor in the estimation error bound. This esti-
mator can be seen as a sparsely regularized estimator because there are constraints on .S. In terms
of optimization, this requires a combinatorial optimization, but we do not pursue the computational
aspect. The estimation error that we derive in this section can involve the optimization error, but
for simplicity, we only demonstrate the estimation error of the ideal situation where there is no
optimization error.

Affine composition model The following theorem provides an upper bound of the estimation error
for the affine composition model.

Theorem 2. Assume the same condition as in Theorem 6; in particular, suppose 0 < p,q < o©

and B > (1/p—1/2)4 for Be Ri+. Moreover, we assume that the distribution Px has a density
px such that |px|lcc < R for a constant R > 0. If f© € Hag N L>®(Q), and || f°|lec < F for

F > 1; then, letting (W, L, S, B) = (Ly(d), Wi(d), S1(d), (dC + 1)Bi(d)) as in Theorem 6 with
1
N < n28+1, we obtain
-~ _ 28
Ep, [l f*— f||i2(px)] <n” 25 log(n)?,

where Ep_ [-] indicates the expectation with respect to the training data D,,.

The proof is provided in Appendix C. We will show that the convergence rate n~2%/(26+1) js min-
imax optimal in Section 5 (see also Kerkyacharian & Picard (1992); Donoho et al. (1996); Donoho
& Johnstone (1998); Giné & Nickl (2015) for ordinary Besov spaces). The L°°-norm constraint
[I/°]lcc < F is used to derive a uniform bound on the discrepancy between the population and the
empirical L?-norm. Without this condition, the convergence rate could be slower.

Deep composition model For the deep composition model, we obtain the following convergence
rate. This is an extension of Theorem 2 but requires a stronger assumption on the smoothness.

Theorem 3. Suppose that 0 < p,q < 0o and 3 > 1/p forall £ € [H]. If f* € Hacep N L=(Q),
and || f|leo < F for F > 1, then we obtain

o -~ Y0 Fx(8)
Ep, [I1£° = FlI22(py )] S maxpeqsy n-27" /@540 log(m)?,



where E*(Z) is defined in Theorem 1, and (L,W S, B) is as given in Theorem | with N =

1
ST
maxyez) n2e" 0+,

The proof is provided in Appendix C. We will show that this is also minimax optimal in Theorem 4.
Because of the Holder continuity, the convergence rate becomes slower than the affine composition

model (that is, E*(Z) < E(@). However, this slower rate is unavoidable in terms of the minimax
optimal rate. Schmidt-Hieber (2020) analyzed the same situation for the Holder class which corre-

sponds to ﬁy) =... = B((f) (V¢) and p = g = oo. Our analysis far extends their analysis to the
setting of anisotropic Besov spaces in which the parameters 3), p, ¢ have much more freedom.

From these two bounds (Theorems 2 and 3), we can see that as the smoothness E becomes large,
the convergence rates faster. If the target function is included in the isotropic Besov space with
smoothness 1 = - -+ = Bq(= f3), then the estimation error becomes

(Isotropic Besov) n—28/(28+d)
In the exponent, the dimensionality d appears, which causes the curse of dimensionality. In contrast,
if the target function is in the anisotropic Besov space, and the smoothness in each direction is
sufficiently imbalanced such that 5 does not depend on d, our obtained rate

(Anisotropic Besov) n—2B8/(2B+1)

avoids the curse of dimensionality. For high-dimensional settings, there would be several redundant
directions in which the true function does not change. Deep learning is adaptive to this redundancy
and achieves a better estimation error. However, in Section 6, we prove that linear estimators are
affected by the dimensionality more strongly than deep learning. This indicates the superiority of
deep learning.

S Minimax optimal rate

Here, we show that the estimation error rate, that we have presented, of deep learning achieves
the minimax optimal rate. Roughly speaking the minimax optimal risk on a model F° of the true
function is the smallest worst case error over all estimators:

R*(]:O) = inffsupfoe;o ED"[Hf - fOH%z(pX)],

where f runs over all estimators. The convergence rate of the minimax optimal risk is referred to as
minimax optimal rate. We obtain the following minimax optimal rate for anisotropic Besov spaces.

Theorem 4. (a) Affine composition model: For 0 < p,q < oo and 3 € R% ., assume that

B >max{1l/p—1/2,1/p — 1,0} . Then, the minimax optimal risk of the affine composition model
_ 2B

is lower bounded as R.(H.g) 2 n 23+1. (b) Deep composition model: For 0 < p,q < oo and

B e Ri+ (¢ =1,...,H), assume that ) > 1/p. Let ¢ > 0 be arbitrarily small for q < oo, and

lete = 0 forq = 0. Let 5*() = 50 HkH:ZH[(ﬁ(k)—l/p—l—e)/\l], and 3** := miny 8*Y). Then, the

2F**

minimax optimal risk of the deep composition model is lower bounded as R.(Haeep) 2, n 277 +1.

The proof is provided in Appendix E (see also Ibragimov & Khas minskii (1984); Nyssbaum
(1987)). From this theorem, we can see that the estimation error of deep learning shown in The-
orems 2 and 3 indeed achieve the minimax optimal rate up to a poly-log(n) factor.

6 Suboptimality of linear estimators

In this section, we give the minimax optimal rate in the class of linear estimators. The linear
estimator is a class of estimators that can be written as

J?(l") = 2?:1 yii(z; X)),

where X™ = (x1,...,2,) and @;(x; X™) (i = 1,...,n) are (measurable) functions that only
depend on 2 and X™. This is linearly dependent on Y™ = (yi,...,y,). We notice that the kernel



~

ridge regression is included in this class because it can be written as f(z) = kg xn(kxn x» +
AI)~1Y™, which linearly depends on Y. This class includes other important estimators, such as the
Nadaraya—Watson estimator, the k-nearest neighbor estimator, and the sieve estimator. We compare
deep learning with the linear estimators in terms of minimax risk. For this purpose, we define the
minimax risk of the class of linear estimators:

RI(Fo) = inf  sup Bp, [IlF° = Flliape);
f: linear feeF°

where fruns over all linear estimators. We can see that linear estimators suffer from the sub-optimal
rate because of the following two points: (i) they do not have adaptivity, and (ii) they significantly
suffer from the curse of dimensionality.

Theorem 5. (i) Suppose that the input distribution Py is the uniform distribution on Q = [0, 1]d and

assume that B > 1/pand 1 < p,q < co. Then, the minimax optimal rate of the linear estimators is
lower bounded as

28—v

RM™(U(BE ) 2 n s, ©6)

where v =2(1/p —1/2) .

(ii) In addition to the above conditions, we assume that the true function is included in the affine
composition model withd < d, 3 = 1 = --- = B5and 0 < p < 2. Let ag = 1 + K with arbitrary

small k > 0 when d < d/2, and let ay = 0 when d > d/2. Then, the minimax rate of the linear
estimators on the affine composition model is lower bounded by

(lin) 2(8—d/p+d/2+ag)
n T SB—d/ ot d ot N1
Ry (Hagg) 2 n 2@-d/prd/24ag)+d 7

The proof is provided in Appendix F. (i) The lower bound (7) reveals the suboptimality of linear
estimators in terms of input dimensionality. Actually, if we consider a particular case where d=1,
p = 1and d > d, then the obtained minimax rate of linear estimators and the estimation error rate
of deep learning can be summarized as

_ 2B+d 28
linear : n 28+24, deep: n 25+1,

by Theorem 2 when 3 > 1 (which can be checked by noticing d = 3/ = 1 in this situation). We
can see that the dependence on the dimensionality of linear estimators is significantly worse than that
of deep leaning. This indicates poor adaptivity of linear estimators to the intrinsic dimensionality
of data. Actually, as d becomes large, the rate for the linear estimator approaches to 1/4/n but
that for the deep learning is not affected by d and still faster than 1/+/n. To show the theorem, we
used the “convex-hull argument” developed by Hayakawa & Suzuki (2019); Donoho & Johnstone
(1998). We combined this technique with the so-called Irie-Miyake’s integral representation (Irie
& Miyake, 1988; Hornik et al., 1990). Note that this difference appears because there is an affine
transformation in the first layer of the affine composition model. Deep learning is flexible against
such a coordinate transform so that it can find directions to which the target function is smooth. In
contrast, kernel methods do not have such adaptivity because there is no feature extraction layer.
(i) The lower bound (6) states that when p < 2 (that is, v > 0), the minimax rate of the linear
estimators is outperformed by that of deep learning (Theorem 2). This is due to the “adaptivity” of
deep leaning. When p is small, the smoothness of the target function is less homogeneous, and it
requires an adaptive approximation scheme to achieve the best estimation error. Linear estimators
do not have adaptivity and thus fail to achieve the minimax optimal rate. Our bound (6) extends
the result by Zhang et al. (2002) to a multivariate anisotropic Besov space while Zhang et al. (2002)
investigated the univariate space (d = 1).

7 Conclusion

We investigated the approximation error and estimation error of deep learning in the anisotropic
Besov spaces. It was proved that the convergence rate is determined by the average of the anisotropic
smoothness, which results in milder dependence on the input dimensionality. If the smoothness is



highly anisotropic, deep learning can avoid overfitting. We also compared the error rate of deep
learning with that of linear estimators and showed that deep learning has better dependence on
the input dimensionality. Moreover, it was shown that deep learning can achieve the adaptive rate
and outperform non-adaptive approximation methods and linear estimators if the homogeneity p of
smoothness is small. These analyses strongly support the practical success of deep learning from a
theoretical perspective.

Limitations of this work Our work does not cover the optimization aspect of deep learning. It
is assumed that the regularized least squares (5) can be executed. It would be nice to combine
our study with recent developments of non-convex optimization techniques (Vempala & Wibisono,
2019; Suzuki & Akiyama, 2021).

Potential negative societal impact Since this is purely theoretical result, it is not expected that
there is a direct negative societal impact. However, revealing detailed properties of the deep learning
could promote an opportunity to pervert deep learning.
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——Appendix
A Approximation error of Affine composition model

Theorem 6 (Affine composition model). Assume that the distribution of T = Ax + b € R? has a
bounded density function on |0, l]d~ when x obeys the uniform distribution on (), and each element
in A and b is bounded by a constant C. Assume that 0 < p,q,r < oo and € RL_ satisfy
B> (1/p—1/r)4. Then, it holds that

Ry(®(Ly(d), Wi(d), $1(d), (dC +1) By (d)), Har) S N7, ®)
where Ly (), Wi(+), S1(:), B1(-) are defined in Eq. (3).

The assumption 8 > (1/p — 1/r) ensures the L,-integrability of the target function, and the
inequality (without equality) admits a near-optimal wavelet approximation of the target function in
terms of L,-norm. From this theorem, the approximation error is almost identical to that for Bg_’ ()
(Proposition 2).

B Proofs of approximation error bounds

To show the approximation accuracy, a key step is to show that the ReLU neural network can ap-
proximate the cardinal B-spline with high accuracy. Let N'(z) = 1 (z € [0, 1]), 0 (otherwise), then
the cardinal B-spline of order m is defined by taking m + 1-times convolution of N

Nin(@) = (N HN % -+ N) (@),

m + 1 times

where f * g(z) := [ f(x — t)g(t)dt. It is known that N, is a piece-wise polynomial of order m.
Fork € Z4 and j = (j1,...,ja) € Z%, let

d

My j(x) = [[Nw 2P s — i),

i=1

where § € Ri 4 is a given smoothness parameter (we omit the dependency on /3 from the notation
which would be obvious from the context). Here, k controls the spatial “resolution” and j specifies
the location on which the basis is put. Basically, we approximate a function f in an anisotropic
Besov space via super-position of M, ,?’”Lj(:c), which is closely related to wavelet analysis (Mallat,
1999). The following is a key lemma that was proven by Suzuki (2019).

Lemma 1 (Approximation of cardinal B-spline basis by the ReLU activation). There exists a con-
stant ¢(q,m) depending only on d and m such that, for all € > 0, there exists a neural network M &

®(Lo, Wo, So, Bo) with Lo := 3+2 [mgg ( )) + 5] Mog,(d vV m)], Wo == 6dm(m-+2)+2d,

€C(d,m

S := LoW§ and By := 2(m + 1)™ that satisfies

Sd\/‘nl

HMg,o - M||L°°(Rd) <e
and M (z) = 0 for all x ¢ [0,m + 1]%

Let
d

Ikllg/s == [kB/5;]

=1
for a k € Z. For order m € N of the cardinal B-spline bases, let

Ji(k) = {—m,—m +1,... 2F00 1 olksily
and

J(k) == Jy (k) x Jo(k) x - x Ja(k).
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and the quasi-norm of the coefficient (ay ;)i ; for k € Z, and j € J(k) be
ay /g
(o 5k, Hb{,‘@ = i ok[B— (i, [kBL1/K)/p] ( Z |0%,j|p) 1/p
k=0 jeJ(k)
For p = oo or ¢ = oo, the definition should be appropriately modified as usual.

Lemma 2. Assume the condition 3 > (1/p—1/r) in Proposition 2 and 0 < 8 < min(m,m—1+
1/p) where m € N is the order of the cardinal B-spline bases. Then, | € Bﬁ, o admits the following
decomposition:

f= Z Z g M, (@ ©)
k=0jeJ(k

with convergence in the sense of L?, and the coefficient (o, ;) yields the following norm equivalence

1 e, = l(ak )k illys - (10)
For an integer K € N, let N = [QHKHE/B], then for any f € Bﬁ (), there exists fy that satisfies

If = Inllr@) S NT 5||fHBﬁ ;

and has the following form:

nk

Z Y ang M (e Z 3w ME (2 (11)

k=0 jeJ(k) k=K+1 i=1
where K* = [K(1 + 1/1/)], ng = f2”K”5/576(”k“5/57”KHE/5)] (k=K+1,...,K*) for§ =
(1p— 1/r)s andv = (7 - 5)(26), and (G2, € J(F).

Proof of Lemma 2. Leisner (2003) showed that there exists a bounded linear operator P that can
be expressed as

> an My () (12)

JeJ(k)
where «y, ; is constructed in a certain way, and for every f € LP(]0, 1]d) with 0 < p < oo, it holds
1f = Pelh)ller < Cugp(f, (2754, . 2740,
(See Theorem 3.2.4 of Leisner (2003) and DeVore & Popov (1988)). Let
pi(f) = Pe(f) = Pe-1(f), P-1(f) =0.

Then, Leisner (2003) showed that when 0 < p,q < oo and 0 < 8 < min(m,m — 1 + 1/p), f
belongs to Bg o if and only if f can be decomposed into

= plf)

k=0

with the convergence condition

[e'e) l/q
[ ol 1) = [Z (22 el o) ] <.
k=0

In particular, it is shown that

>~ [|(p () iZollbg (7 (13)
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Here, each pj, can be expressed as py(z) = > ;) ak’jM,ij(:L') for a coefficient (v ;j)x,; which
could be different from (ax,;)x,; appearing in Eq. (12), and thus f € Bg_’q can be decomposed into

F=Y000 M j(x)
)

k=0jeJ(k
with convergence in the sense of LP. Moreover, it is shown that |pgllrr» =~
(273 sxy law,j[P) /P and thus
1l gs = Nk )kl -
This yields the first assertion.

Next, we move to the second assertion. If p > r, the assertion can be shown in the same manner
as Theorem 3.1 of Diing (2011a). More precisely, we can show the assertion in a similar line to the
following proof for p < r by setting K = K™*. Thus, we show the assertion only for p < r. In this
regime, we need to use an adaptive approximation method. In the following, we assume p < r. For
a given K, by appropriately choosing K* later, we set

Ri(f)(@)= > pe+ > Gr(pr),
0<k<K kE€Zy K <k<K*

where G (py) is given as
Gelpr) = Y aw; M (x)

where (Oék,jl)l'i(f )l is the sorted coefficients in decreasing order of absolute value: |ag ;| >

ok jy | >+ > [ak j ;1 |- Then, it holds that
Ik — Gr(i) |l < Ilprllp2° 27200,

where ¢ := (1/p — 1/r) (see the proof of Theorem 3.1 of Diing (2011b) and Lemma 5.3 of Diing
(2011a)). Moreover, we also have

Iprll < llpx|p221Flless
fork € Z, with k > K*.

Here, we define N as
N = [21Klz/s7,

Letv = (B - 8)/(20), K*=[K(1+1/v)]

and
ng = ’VQHKHE/E_e(HkHQ/B_HKHE/B)—‘

forke Z, with K +1 <k < K*.
Then, by Lemma 5.3 of Diing (2011a), we have

If=ReDler S D e = Gelo)llzr + D llpsllzr

K<k<K* K*<k
S D0 il Moty 3 @0 py ] (4
K<k<K* K*<k

(a) Suppose that ¢ < r and r < oo. Then,

If = R (N9 = IIf = R (F) 75
S S 2Wleren Oipell ]+ > 20 | p | 0] (" Eq. (14))
K<||k|l1<K* K*<k
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< Z [Qé\lkllg/an;tsHpkHLp]q+ Z[Qél\k\lgmnpknm]q
K<k<K* K*<k

<N—5q2—(§—5)”K”§/Bq Z [2—(5—5—56)(%“@/&—HKHQ/B)le\k\lg/ﬂnpknm]q
K<k<K* <1

1 9= a(B=9)IK llg/s 3 28111575 oy || 0]
K*<k

0) = T

S (N—52_(5_5)“K”§/ﬁ + 2_(5_5)K )QHJI'H‘JI\/[Bq ( Eq (]3))

ii) —E 7

S (NN sy,

where we used 2711275 ~ 28% i (i), and N ~ 21512/5 and v = (5 — §)/(20) in (ii).

(b) Suppose thatq > randr < oo. Then, lettingy = ¢/r (> 1)andy =1/(1—-1/y) =q/(¢—7)
(note that ,7 = 1), we have

If = RIS > RVNeenppllee]” + Y 22W12e py o] (- Ea. (14)

K<k<K* K*<k
< o BliKlg/sr Z [2—(5—6—6U)(|Ik|\g/3—HKHg/g)QEIIng/B||pk||m]f’
K<k<K*
+ Z [QBIIng/B||pk||Lp]r(2—(ﬁ—5)llkl\g/fx)r
K*<k
< (275||K||E//3+2*(5*5)|\K*|\g/a)r Z [2*(5*5*51’)(%“3//1*I\Kl\ﬁ/ﬁ)QﬁHkHﬁ//ﬂ||pk||Lp]T
K<k<K*
+ 3 [2B1kll5/8 | oy || o] 2~ B0 IKllg 5 =11 K Hw)r}
K*<k

1/~

< (27 PIEl/a7 4 o= (B=)IK llg/s)r 3 2Bk || || o 7Y + 3 2Bk 25 || || o]
K<k<K* K*<k

1/4'
[2*(575751/)(Hkl\g/ﬁfl\KHgm)]m'Jr Z [2*(8*5)(Hk\|@/5*K*)}rw’
K<k<K* K*<k

x
< (27 BIKllg/e | o= (B=0)IK llg/s)r I£ls (g (13)and 9BlIklls/s ~ 9Bk )
S (

NFy 1715z

(c) Suppose that » = co. Then, similarly to the analysis in (b), we can evaluate

If = Re(f)llz
< 9= blIKlg/s Z [2*(5*5*56)(\“9“@/[3*HKH5/6)2EHM|@/[3||pk||Lp]
K<k<K*
+ Z 2[3H’f|\ﬁ/ﬁ||pk”L 127 (B~ Oliklls/e)
K*<k

< (Q_EHKHE/ﬁ + 2_(5 ol *Hé/ﬁ)HfHBB
~Y pa
< NP f

SN ||B§q

This concludes the proof. O

Proof of Proposition 2. We adopt the proof line employed by Suzuki (2019). Basically, we com-
bine Lemma 1 and Lemma 2. We substitute the approximated cardinal B-spline basis M into the

17



decomposition of fy (11). Let the set of indexes (k,j) € Z x Z that consists fx given in Eq. (11)
be En,ie. fn = 24 e my Wi Mj ;- Accordingly, we set f:= 37 5o an, ;M ;. Note that
for each z, the number of (k, j) € Ey that satisfy M, ;(z) # 0 is bounded by (m + 1)4(1 + K*),

w85
and maxy, jyepy || S o5 (B=1/p)+ by the norm equivalence Eq. (10). For each z € RY, it
holds that

[n(@) = f@)l < Y lanlIME (@) = M ()]

(k7j)€EN
€ Dl [1{M;(x) # 0}
(k.j)EEN

< e(m+ 1)%(1 + K*)2K (B/DB-1/p)+ I£15;

~

< E10(‘;(]\[)]\[(1%’1)(5—1/p)4r £ 115 .

IN

where we used the definition of K™ in the last inequality. This evaluation yields that, for each
f € U(BS (), it holds that

- - -1 7z 7z
1f = Fller SUf = nller + 1fx = Fllor S log(N)NUH D=0 £l g, e N5,

By taking e to satisfy log(N)Z\T(l‘“’fl)(l/”_gﬁr € < N‘E, we obtain the approximation error bound.

<85 _ ~
As we have seen above max(;, j)egy |ok,j| S i 5-1/P) e N(+v"H)(1/p-B)+ . The max of

the absolute values of parameters used in M ,‘f ; can be bounded by oK* (see Suzuki (2019)) which

is bounded by Nd(””_l)(l/p’g)*. Then, we obtain the assertion.

O

B.1 Proof of Theorem 6 and Theorem 1

Proof of Theorem 6. This proof is almost obvious from Proposition 2. We know that, from Proposi-
tion 2, for g € U(ng([(), 1]%)), there exists f € ®(L;(d), W1(d), S1(d), B1(d)) such that

If=gllr SNF.

~

Because the density of the distribution of Az + b is bounded above when x obeys the uniform
distribution on 2, this also yields

1fo(A-+b) —go(A-+b), S N7,

d

(note that the Lebesgue measure on §2 = [0, 1]¢ corresponds to the uniform distribution on 2). If f

can be written as

@)= WEIn() + ) oo WDz 4 b1,
then we have

Fo(A-4b) = WEp()+bE)o- .o WD A-bD 4 WD) € &(Ly (d), Wi (d), S1(d), (dC+1) By (d)).
O

Proof of Theorem 1.

Haoep i= {hu 00 ha(@) | he : [0,1]™ [0, 1]+, hyy € U(BE, ((0,1]™)) (Vk € [mesa])}-

Since E(Z) > 1/p, we can show that for each hyy, there exists fe,k €
D(Ly(me), Wi(mye), S1(mye), B1(my)) such that

e — helloo S NP

~

Moreover, from the proof of Proposition 2, we can share all parameters other than the last layer
among fy (k =1,...,me41). If necessary, we may modify fo 5 so that 0 < for(xz) <1 (Vz €
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[0,1]™¢) by adding one additional clipping layer which can be realized by ReLU (actually, the
clipping operator can be constructed by a linear combination of 2 nodes with ReL.U activation as
f(z) = max{z,0} — max{z — 1,0} = min{max{x,0},1} for z € R). The approximation error
of the whole layer can be evaluated as

|hgo--ohi— fro- o fills

SZHhHO“'Ohe+1Oheofeqo“-oﬂ—hHO-'-OheﬂofeofzqO"'Of1|\oo
H
<Y hmo--ohpryohy—hgo-ohiyro fillo

Proposition 1 tells that hy ,, € C (B-1/ PIAL thus, he 1 is 7ye-Holder continuous where ~yp :=
(é(m — 1/p) A 1. Their composition hg o hgy_1 o --- o hyyq is I'y,-Holder continuous where
By = Hf:e 41 Yer- Therefore, we have

|hso-ohpgrohg —hgo--ohpo filloo S |Ihe — foll 2,

where || - || for a vector-valued function g : RY — R%" is defined as sup,, ||g(z). Summing up
this evaluation for £ = 1, ..., H concludes that

H
oo f ~B® —B*®
|\hzo---ohy— frgo 0f1||oo§;_:lN ¢ ,Sr@réech )

Consequently, the whole network can be realized as an element of ®(L, W, S, B) where

L

H
D (Li(me) +1), W= max (Wi (me) Vimer),

~
Il
—

i
NE

(S1(me) +3myeyq), B= max By (my).

~
I
—

C Proofs of estimation error bound (Theorem 2 and Theorem 3 )

Proof of Theorem 2. We follow the proof strategy from Schmidt-Hieber (2018); Suzuki (2019)

which uses Proposition 4. It suffices to the covering number of ¥ = {f | f € (L, W, S, B)}
for (L, W, S, B) given in Theorem 6 where f is the clipped version of a function f. Note that the

covering number of F is not larger than that of W(L, W, S, B). Hence, it is sufficient to evaluate
that of (L, W, S, B). From Lemma 6, the covering number of this class is upper bounded by

log N (6, F, || - |oc) S N log(IN)[log(N)? + log(6~)].

From Proposition 2, there exists fe ®(L, W, S, B) such that

1/ = Rc(f)lla S N7
Moreover, we notice that || f — f°||2L2(PX) < R||f — f°||3. for any f : [0,1]9 — R because the
density px of Py is bounded by R. Therefore, by applying Proposition 4 with 6 = 1/n, we have
-~ o5 . Nlog(N)(log(N)? + log(n 1
ED,,L[ f_f0||%2(PX)] SN 2[3+ ( )( ( ) ( )) + =,

n n

1
Here, we can minimize the right hand side by setting N =< n25+1 up to log(n)>-order, and then we
obtain the estimation error of the least squares estimator as

__28
n~ 25+1 log(n)®.
This yields the assertion. O

Proof of Theorem 3. The proof is almost identical to the proof of Theorem 2, except that we use
Theorem | as an approximation error bound. O
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D Embedding theorem

Lemma 3. For 0 < p™M), p® < oo, let BV, 32 ¢ Ri+ such that they satisfy
~ 1 1

31 32 >~

BY =B 2 5 - (15)
B® =B,

0 < p@,

for 0 <~ < 1. Then, it holds that
s 83
Bp“’,q - Bp<2)7q'
Proof. We show the assertion only for the situation where p(!) # oo, p(?) # 00, and ¢ # co. The

proof for the setting in which P = 00, p@ = 00, or ¢ = oo is satisfied is almost identical. Recall
the following norm equivalence shown in Lemma 2:

qy 1/a
>0 a ’ . 1/p
13, = ks ls, = Z 2k[ﬁ—(zii=1LkﬁiJ/k>/p]( Z \ak,j|p) ’
k=0 jeJ(k)

. e .
when p, ¢ < co. Since ;ﬁ < 1, it holds that

(2 pM)

1/pD 1/pM
(3 Jowat™)" = (3 et )

JjEJ (k) JjeJ (k)
oM 1 1
> ( > \ak,j|p(2))p(2> = ( > ok, p<2>)p<2).
it (k) jea(k)

Moreover, we have
kBN —(S, (k8 ] /k) /0]

W [~ @ [~
s 00 _ 5 (5= ) R (500 )
~ kBN =1, BV pM _ 5N 5D 20 ) @ 55D DT O

(2) [/~
Q 5w (F9=5t) _ gra—st, 5 o QHBD (S 8L 1 /1) /o)

where we used the condition 52 = v8(1) in (a), and we used the condition from Eq. (15) in (b).
These relations yield the following evaluation:

”fHBfff;,q
~ |l ).l o
P(l)vq

o T ) w7 1/q
_ Z Qk[ﬁ(l)*(ZleLkﬁ;(l)J/k)/P(l)]( Z |ak7j|p<1>) /p

k=0 | jEI(k) ]

o T . »1? 1/q
23 |2 (S oy ) /P

k=0 | jed(k) J
~ Hf||B:(<;>,q-

This yields the assertion. O

By combining Lemma 3 with the relation ng o C"2 (Triebel, 2011), we immediately obtain the
following corollary.

Corollary 1. Suppose that 5 > p, then for v = %, it holds that

Bg,q — Bgﬁq — Bgﬁw — 8,
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E Minimax optimality

In this section, we demonstrate the proof of Theorem 4. Before this, we prepare the basic notions.
The e-covering number N (e, C, a?/) of a metric space C equipped with a metric d that is the minimal
number of balls with radius € measured by the metric d required to cover the set C (van der Vaart
& Wellner, 1996). Similarly, the d-packing number M (4, C, ci) is defined as the largest number of
elements {f1,..., far} C C such that ci(fi,fj) > ¢ foralli # j.

Raskutti et al. (2012) showed the following inequality in their proof of Theorem 2(b) by utilizing
the result by Yang & Barron (1999).

Lemma 4. Let F° be the model of the true function. For a given 8,, > 0 and €,, > 0, let QQ be the
8, -packing number M (6, F°, L?(Px)) of F° and N be the ¢, covering number of that. Suppose
that they satisfy the following condition:

Tf?ei < log(N),
8log(N) < log(Q), 4log(2) < log(Q). (16)

Then, the minimax learning rate is lower bounded as

n

inf sup Ep, [ = FlI72(py)) = 2
7 frero L?(Px) 4

This concludes the assertion.

Now, we are ready to show Theorem 4.

Proof of Theorem 4. Proposition 10 of Triebel (2011) showed that the e-covering number of the unit
ball of anisotropic Besov spaces Bﬁ) 4(€2) can be evaluated as

log N (e, U(BE (), | - l) = e /7,

for0 < p,g <oo,1 §7“<oo,andﬂ€Ri+ that satisfy

Affine composition model:

Apparently, U(BE (€)) is included in H.¢. Hence, noting that Py is the uniform distribution and
Il - [l2 =l - [[2(pPy)- the covering number of H g can be lower bounded by

IOgN(Haffu || ’ HL2(PX)) 2 6_1/6'

From this evaluation, Lemma 4 yields that there exists C; > 0 independent of n such that

: n * (12 —375

inf sup Ep,[|f = f*l72p)] = Cin 2551

fofr€Hate

__28

To see this, we may just set €, ~ d,, ~ n 26+ in Eq. (16) of Lemma 4.
Deep composition model:

Next, we show the minimax rate for the deep composition model. Basically, we follow the same
strategy developed by Schmidt-Hieber (2018), but we need to modify some technical details be-
cause we are dealing with anisotropic Besov spaces while Schmidt-Hieber (2018) analyzed isotropic
Holder space. Let £* := minge [z 5*© and s := (éu) —1/p+ €) A1 where € > 0 can be ar-
bitrary small for ¢ < oo and € = 0 for ¢ = oo. Without loss of generality, we may assume that
ﬁﬁo < ﬂg) <---< ﬁ((f) for £ € [H]. Let us consider a sub-model #,, of Heep, defined as

/Héleep ::{QH ©---04g1 |
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g(r)=a (L=1,...,0=1),

Gex ('T) = (gé*,l('x)a 0,..., O)T where ge1 € U(Bg,q(g))v

gel) = (257,0,...,00T (€= +1,...,H)}

®
For ¢ = ¢* +1,..., H, through a cumbersome calculation, we can verify that :z:{m € ng ([0,1])

for € [0,1], which ensures g, ;(x) € Bgz)([O, 1]%) for j = 1,...,d. To lower bound the
covering number, we concretely construct a subset the cardinality of which can be easily esti-
mated. For that purpose, we use the expansion f = Y7 ZjeJ(k) aijngj (z) and the norm

equivalence Hf||ng ~ ||(O‘k7j)k7j||bﬁ_q given in Lemma 2. For a while, we let  := 3(") and

B 1
B = Hf:[*+1 s(. We define k € N so that k satisfies 2°5 ~ n77255 . For this choice of k, take a
subset .J (k) C J(k) such that |.J (k)| ~ |J (k)| and for each j, ;' € J (k) with j # j', the supports of
M ,f, ; and M, ,‘i ; are disjoint. Using this index set .J (k), we consider a set of functions that is given
by

Hepe =< f = Z ozk,ng,j(x) | o ; € {0,2772}
i€ (k)
We can check that |[Hy- | = |J(k)| ~ 2% Zi=1 % = 2k8/5 and 1fllpz, < 1forall f e H,- from the

norm equivalence (10). For any g, = Zjej(k) wj2*k§M,‘ij(x) € Hep (w € {0, 1}|jk"|), we can
see that

fuw(@)=gmo--0gri10guoge_10--0gi(x)
= Z w2_Bk§Mg’]]3-(x).
jeJ(k)
If w # w’, then we can see that

| fuw — fw/||2LQ(PX) > Ham(w7w/)2—2BK§2—kﬁ/E

> Ham(w, 11/)2_’“@(2185"’1)/57
where Ham is the Hamming distance because [|My ;|72 p, ) = 9—kB/B.

Then, by the Varshamov—Gill?ert bound (see Lemma 219 of Tsybakov (2008), for example), there
exists a subset Wy, C {0, 1}V such that |W;,| > 21Y(*)I/8 and Ham(w, w’) > |.J(k)|/8 for all
w,w € Wy, with w # w’. This yields
I fw = Furl32(py) 2 okB/Bo—kB(2BB+1)/B _ 9—2BkB ~, " 5E0
xX) Y I
where the definition of % is used. This implies that there exists a subset Hgoo, C Hieep(C Heep)
such that

1
10g(N(€n7Hé’eep, || . ||L2(PX))) 2 n1+2B8

__BB . .. . .
for €, 2 n 286+1. Then, by Lemma 4, we obtain that the minimax optima rate on Hdeep, is lower
bounded as

~ __BB
inf sup Ep, [[|f = f*|[F2pyg)] 20 25551
ffreFe

F Minimax optimal rate of linear estimators

Define the convex hull of a function class F° as

M M
conv(F°) i= ¢ fl) =Y Nfi() [ M=1,2,..., f € F°, X\ >0, Y N\j=1
j=1 j=1
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Let conv(-) is the closure of conv(-) with respect to L ( Px )-norm.

Proposition 3 (Hayakawa & Suzuki (2019)). The minimax optimal rate of linear estimators on a
target function class F° is the same as that on the convex hull of F°:

_inf  sup Ep, [[If° = fllfz(py)) = _inf sup  Ep, [IIf° = FlI2py)-
f: linear foeFe° f: linear focconv(F°)

See Hayakawa & Suzuki (2019) for the proof of this proposition.

Proof of Theorem 5. We basically follow the strategy developed by Zhang et al. (2002). Let p be
the uniform measure on ). They essentially showed the following statement in their Theorem 1.
Suppose that the space €2 has even partition A such that |.A| = 2X for an integer K € N, each A has
equivalent measure p(A) = 27 forall A € A, and A is indeed a partition of €2, i.e., Use 4 = €2,
ANA =(for A, A’ € Qand A # A’. Then, if K is chosen as =" < 275 < n=72 for constants
~1,72 > 0 that are independent of n, then there exists an event £ such that, for a constant C’ > 0,

o |z € A€ {l,...,n})} < C'nj25% (VA € A),
P(&)>1+o0(1).
We call this property of A “Condition A.”
Here, we consider a set F° of functions on §2 for which there exists A > 0 that satisfies the following

conditions:

1. There exists F' > 0 such that, for any A € A, there exists g € F° that satisfies g(z) >
%AF forall z € A,

2. There exists K’ and C” > 0 such that 2 3> | g(x;)? < C"A?2~% forany g € F° on
the event £.
‘We call this condition of the function class F° “Condition B.”

Let the minimax optimal rate of linear estimators on the function class F° be

R*= inf sup Epn[|f — fOl72(py))-
f:linear foeF°

Then, under Conditions A and B, there exists a constant F} such that at least one of the following
inequalities holds:

F?2 9K i
T < R*, (17a)
F3
3—2A22*K < R*, (17b)

for sufficiently large n.
(i) Proof of Eq. (6).
For given k£ € N (which will be fixed later), let A = 2*’“@*(27:1%/3”/’“)/”]. Then, from the
wavelet expansion of anisotropic Besov space (9),
fo=Y_ Aw;M{ (x) € CU(B} (),
jeJ(k)

where C' > 0 is a constant and w = (w;)je.7(x) is @ one-hot vector, i.e., w; = 1 for some j € J(k)

and w;, = 0 for all j* € J(k) with j' # j. This expansion ensures that, for K = Zf.l:l |k5; |, there
exists a partition A of 2 that satisfies Condition A, and for any A € A, there exists w such that
fw(x) 2 Aforall z € A and

1 § fo(z)? < lA2|{z' |z, € A(i=1,...,n)} < A?27K,
n n
=1
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on the event £, which ensures that 7° = { f,, | w is a one-hot vector} satisfies Condition B. Hence,
1

by choosing k € N so that 2K ~ n2**2-2)*1 (recall that K = Y% |kf3}] by definition), and
setting K = K’, then Eq. (17) gives

28—v
« -
R Z n 26-vil

forv = 2(1/p — 1/2). This yields the assertion because F° C CU(Bg,q(Q)) for a constant C.
(ii) Proof of Eq. (7).
Let * := 8= ) = --- = B; = B. For m such that 8* < min{m,m — 1+ 1/p}, let ¢ 4(z) =

H?:l Ny (i — (m +1)/2) (x € RY).
(ii-a) Setting ofcz >d/2:

Let V;, := {U € R4 | UUT =1} be the Stiefel manifold and let my, , be the invariant measure
on the Stiefel manifold (i.e., the uniform distribution). Then, let gZ gt R — R be

da(z) = / pa(Uz)dmy, (U) (w € RY).
We can see that ¢ ; 1s spherically symmetric and there exists I, C' > 0 such that

¢g(z) > F (Vr e RYst. ||z|| < 1),
and )

3 Clal=* (Il = 1)

¢(x) < ’

¢ 1 (=l < 1).

The last inequality can be checked by the fact that for a sufficiently large R > 0, the measure of
the set ur({z | [|z|| = R, ¢j(z) > 0}) < 1 x RI=4=1/RI1 = R~4 (here, pup is the uniform
probability measure on the sphere Sy_1(R) = {z € R? | ||z|| = R}) and ||¢ ]|~ < 1.
By the construction of ¢ ; and the wavelet expansion of anisotropic Besov space (9) with the norm

equivalence (10), we have that there exists a constant ¢ > 0 such that, for any ¥ € N and b =

[L ok (mil | mil )] (1 ..., 1)T € RY, it holds that

cAg; (2°(-— b)) € U(BL,([0,1]7)),

where A = 27*(8"=d/P) Here, let 0 < ¢ < 1 be a constant such that ¢U (z — b') + b € [0, 1]¢ for
any x,b’' € [0,1]? and any U € V3 4 Then, we have that, for any b’ € [0, 1]4,
cAg (27U (- — b)) = cAg3(25(- — b)) o (U (- — b') + b) € Han,

forany U € VJ, 4 By the convex hull argument (Proposition 3), this yields that

R (M) = R (@07 (M) = BRI ({eAdz(2e(- = 1)) | ¥ € Q}).
Hence, it suffices to lower bound the far right-hand side of this inequality. We consider a partition
A of Q, where A € A has the form A = [27%5;,27%(j; + 1)] x -+ x [27%54,27%(jg + 1))
for0 < j; <28 —1(¢G =1,...,d). Let J(k) = {(j1,---,ja) | 0 < ji < 2F'}and 4; =
[27F51,2 %G1+ 1)) x - x [27%54,27F (g +1)] € Aforj € J(k). Let oa; = c¢_>g(2k6(~ —ba,)),
where by, = (27F(ji +1/2),...,27%(jg + 1/2)) " for j € J(k). We can see that |A| = 2%,
Hence, A satisfies Condition A with K = dk if 2¥ is in polynomial order with respect to 7.

Moreover, there exists F© > 0 such that p4s(x) > F for all x € A. Next, we evaluate
L3 L @a(zi)?. On the event &, there exists C’ such that |{i € [n] | z; € A’} < C'n/2% =
C'npu(A’) forall A’ € A. Here, let

Pale) = {CC”%“ —ba)l~7 (22w ~ ba)l| 2 1),

c (otherwise),
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then @ (z) > ¢ (z). Thus, we can upper bound = 37" | 4 (x;)? as

i;%ﬂxi)? < ;;@A(l‘i)2 _1 S 3 Ga@)? S% 3 0,27;( glax@A(z)Q

" AleAx;eA A’eA e
S ()2
o maxgea Pa(z
= O Y p(A) max pa(e)? = €Y u(A) min saA(x)Q.E“f’A(()L
AlcA e AleA re mingeAr AT
S ()2
<O S p(A) min g (o) e Palr)
b zEA! mingea @a(x)
2](7* —b —2d
<’ Z u(A') min @ 4(x)? m [2%¢(@ — ba)l -
oo MR A e (2ot — b)) + el )
< C/ A/ = 2 1 7\/& 2d
< A/EE:AM( ) min @ ()*(1+ cvd)

<O+ eV [ pa(o)da
Q

The quantity fQ @ (z)%dx on the right-hand side can be evaluated as

[ eatwras < [ pa(2)da
Q z:||lz—bal|<2Vd

< / @A(x)2dx+/ @a(r)?da
zi||lz—bal|<c— 12—k ze—12-k<||lz—bal|<2Vd

< 9—kd +0672d272kd/ p2dpd—1 g,
c-12-k<r<2Vd

< o—kd | 2721“2 max{Qk(z‘Z’d), 1}
< max{27*4, 2_21“2}.

Therefore, we have that, for a constant C"”’, on the event £, we have that

I ;
- Z L,OA(.Ti)Q < C//<2—kd vV 2—21@(1).
n

i=1

Let F° = {Aga | A € A}, then F° satisfies Condition B. When d > d/2, by choosing k so that
2% ~ n2G"+i=d/» and K = K' = dk, then Eq. (17) yields

lin s o _ _2(B*—d/p+d/2)
R(F°) 2 n 2087 —d/v+d/2)+d

This concludes the proof.

(ii-b) Setting of d < d/2:

Let A be the partition of 2 as defined in the proof for d > d/2,ie., |A] = 2% and each A € A
can be written as A = [27%5;,27%(j; + 1)] x --- x [27%54,27F(jq + 1)] for 0 < j; < 2F — 1
(i=1,...,d).Pickup A € Aandletj € J(k)be the index such that A = A;. For a while, we fix A
andleth =ba, = (27F(j1+1/2),...,27%(jg+1/2)) " accordingly. For § = (w,b) € R4+ xR,
let Ag : R — R be

Ap(w) = 2wy = br, o wgy = bg_yw (25,4 = bga) + b,

and consider

po(z) == ¢ 3(Ag(z)).

We take its convex hull with respect to §. We note that

d—1
po(z) = H/\/m@k(xj —b;) — (m+1)/2) | Ny (28w (m g4 — bgg) + 0] — (m+1)/2).
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To analyze its convex hull, it suffices to consider the convex hull of the last term
N (28w (z g,y — bgg) + 0] — (m+1)/2). Hence, we set ¢(-) := Ny, (- — (m + 1)/2) and
consider a set of functions

F) o= {o € R&TT o ap(r(w T a+b))) | [a] < 20, [Jwl| <1, |b] < 2 (a,b € R, w € RI=TH1)}

for C' > 0,7 > 0. We also define the Fourier transform of 1 as {)(w) := (27)~" [ e™“%(z)dx
(w € R). Then, by Lemma 5, we have that, for h = 2= Fand r = 17",

2
inf sup |g(z) — exp Nz =d”
geconv(FL)) xef0,1]¢ 2h?
4 _d-
< i ()| [Cd_d‘+1R2(d 4= exp(—R?/2) +6Xp(—R)} 7

where C' = Trhg(l)l = O(h~'7*)and R = h™"(2V/d + 1). This indicates that, for a fixed A € A,

the convex hull of the set {agg | 0 = (w,b) € Ri-d+1 x R, lwl]] <1, |b] <2, |a] < A} where
A = 27K(B"=d/p) contains ¢ 4 which satisfies

= neo) [ TT A e — 5y - ez = bial?
pa—ACC)T | [T Mn(@ (g = b)) = (m+1)/2) | exp T

o0

~0 (AT’C(HH)(h*“(?(d*J*U) exp(—h~%/2) + exp(fh*'f))) :

We can see that on the event &, it holds that

%Z 90124(%') < M(A)(A2—k(1+m))2 < 9—kdg—2k(B* —d/p+1)9—2kr _ 2—2k(ﬂ*—zi/p+1+d/2)—2km7
=1

forall A € A Let F° = {p4 | A € A}, then F° satisfies Condition B. Note that, by the definition
of .7:'8@ is holds that w4 € conv(H.g) for all A € A. Thus

R (Har) = B2 (@009(Har)) > B (F°).

Therefore, by choosing &k such that ok ~ p2(ET—d/prita/atates | and setting K = K’ = dk, then
Eq. (17) gives

lin s -0 _ _2(B*—d/pt+itr+td/2)
R, (]—“ ) Z n  2(B*—d/p+1l+r+d/2)+d

O

Lemma 5 (Suzuki & Akiyama (2021)). Leth > O and R := hT/(2\/8+ 1). Then, for C' = w\zZ)T(l)\’

the Gaussian RBF kernel can be approximated by

§(2) - exp (”2;”) |

{CdRz(dfz) exp(—R?/2) + exp(fR)}

inf sup
geconv(FS')) z€(0,1)4

<
12m9p(1)]

for any c € [0,1]%, where Cy is a constant depending only on d. In particular, the right hand side is
O(exp(—n")) if R = n".

G Auxiliary lemmas

The following proposition which were shown in Schmidt-Hieber (2018); Hayakawa & Suzuki
(2019); Suzuki (2018) is convenient to show the estimation error rate.
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Proposition 4 (Schmidt-Hieber (2018); Hayakawa & Suzuki (2019)). Let F be a set of functions.
Let f be the least-squares estimator in F:

= argmm
Assume that || f°||cc < F and all f € }"sansﬁes 1flleoc < F for some F > 1. If § > 0 satisfies
NG, F,|| - llsc) = 3, then it holds that

Ep, [If =f°lli2py)) < € Jnf [IF — PN Lpgy + (F* +0%)

where C' is a universal constant.

log N'(6, || - lloc)

n

+3(F +0)],

The following lemma provides the covering number of the deep neural network model.
Lemma 6 (Covering number evaluation). The covering number of ®(L, W, S, B) can be bounded
by
log N'(6, ®(L, W, 8, B), || - |.0) < Slog(d~'L(B v 1)* 1 (W +1)*)
< 2SLlog((BV 1)(W +1)) + Slog(6~'L).

Proof of Lemma 6. Given a network f € ®(L, W, S, B) expressed as
fx) = WEn) +E) oo (WD 4+ M),

let

A(f)@) =m0 VEDn() + 53 D) o0 (WD 4 50),
and

Bi(f)(@) = WHn() + 60y 00 (WHn(2) 4 b5),
for k = 2,...,L. Corresponding to the last and first layers, we define Br11(f)(xz) = « and
A1 (f)(x) = x respectively. Then, it is easy to see that f(z) = By,1(f)o OWF) . 4+bF))o A, (f)(x).
Now, suppose that a pair of different two networks f,g € ®(L, W, S, B) given by
F(z) = WO +6E) 0o WDz bW, g(z) = WE () 45D Yo ..o (WD 4 pDy
has parameters with distance &: [W® — W®'|| . < § and ||b® — b®||, < 5. Now, not that
k— _

[Ak(F)lloe < ey Wl Akoa(Flloe + B Voo < WBIAk-1 (Nl + B < (B V
DWW + D[ Ar—1(F)lloo < (BV1D)*=1(W +1)*~1, and similarly, the Lipshitz continuity of By, (f)
with respect to || - || oo-norm is bounded as (BW)L~k*1. Then, it holds that

If( ) — g(x)]

EZBMJ - +68) 0 A (£) (@) = Biga(g) o (WH' - 450" 0 Ax(f)()

(BW)EH[WE - 150) 0 Ay (f)(w) — (WD - 45®) 0 Ay (£)(2)] oo

Mh

>
Il
—

(BW)E=Rs[W(B vV 1)* L (W + 1)k 4 1]

Mh

k

=l
-

<> BW)EESB Y)W + D)F <SLBV1)ETH (W 4+ D"

k=1
Thus, for a fixed sparsity pattern (the locations of non-zero parameters), the covering number is
bounded by (§/[L(BV 1)*~1(W + I)L])_S. There are the number of configurations of the spar-

sity pattern is bounded by ((W'gl)L) < (W + 1)E5. Thus, the covering number of the whole space

® is bounded as
(W + 1) {6/[L(BV 1) (W + 1)1}
which yields the assertion.

o sTlL(B V )ETY(W 4 1)2L]5,
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