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Abstract001

Digital platforms were expected to foster broad002
participation in public discourse, yet online en-003
gagement remains highly unequal and under-004
explored. This study examines the digital par-005
ticipation divide and its link to hostile engage-006
ment in news comment sections. Analyzing007
260 million comments from 6.2 million users008
over 13 years on Naver News, South Korea’s009
largest news aggregation platform, we quan-010
tify participation inequality using the Gini and011
Palma indexes and estimate hostility levels with012
a BERT-based deep learning model. The find-013
ings reveal a highly skewed participation struc-014
ture, with a small group of frequent users dom-015
inating discussions, particularly in Politics and016
Society and widely read stories. Participation017
inequality spikes during presidential elections,018
and frequent commenters are significantly more019
likely to post hostile content, suggesting that a020
vocal, and often hostile, minority disproportion-021
ately shapes digital discourse. By leveraging022
individual-level digital trace data, this study023
provides empirical insights into the behavioral024
dynamics of online participation inequality and025
its broader implications for digital public dis-026
course.027

1 Introduction028

Digital platforms were once expected to foster029

broad and equitable participation in public dis-030

course (Papacharissi, 2004). However, growing031

evidence suggests that online engagement remains032

highly unequal, with a small fraction of users dom-033

inating digital conversations, potentially skewing034

public discourse (e.g., Van Mierlo, 2014; Gasparini035

et al., 2020; Carron-Arthur et al., 2014; Baqir et al.,036

2023; Antelmi et al., 2019). The ‘90-9-1’ principle,037

although not rigorously tested, suggests a signifi-038

cant disparity in online participation, where 90%039

of users (’lurkers’) primarily observe without par-040

ticipating, 9% (’contributors’) engage occasionally,041

and a mere 1% (’superusers’) generate the majority042

of online content (Nielsen, 2006). 043

This study examines the digital participation di- 044

vide and its relationship with hostile engagement 045

in online news discussions. Using a 13-year dataset 046

from Naver News, South Korea’s largest news ag- 047

gregation platform, we analyze 260 million com- 048

ments from 6.2 million users to assess the partici- 049

pation inequality between frequent and infrequent 050

commenters in news comment sections and its con- 051

nection with content hostility. We employ the Gini 052

and Palma indexes to quantify participation dispar- 053

ities and apply a BERT-based deep learning model 054

to classify comment hostility levels. 055

The findings reveal a highly unequal participa- 056

tion structure, with a small number of frequent 057

users contributing disproportionately to news com- 058

ment sections. This participation divide is particu- 059

larly pronounced in political news domains and in a 060

more widely read news stories. Notably, participa- 061

tion inequality spikes during presidential elections, 062

suggesting that major political events exacerbate 063

engagement disparities. Moreover, these frequent 064

commenters are significantly more likely to post 065

hostile content, including both uncivil and hateful 066

content, indicating that digital discourse is shaped 067

by a vocal, and often hostile, minority. 068

By leveraging individual-level digital trace data, 069

which offers a rare opportunity to observe engage- 070

ment disparities at a granular level, this study pro- 071

vides empirical insights into the behavioral mech- 072

anisms underlying digital discourse inequalities 073

and their broader implications for online public 074

discourse and public opinion formation. 075

2 Digital divide and Online Hostility 076

Research on digital participation has long docu- 077

mented significant disparities across online plat- 078

forms. Contrary to early expectations that digital 079

spaces would foster widespread civic participation 080

(Papacharissi, 2004), the "90-9-1" principle sug- 081
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gests that 90 percent of users passively consume082

content, 9 percent contribute occasionally, and only083

1 percent generate the majority of online content084

(Nielsen, 2006). Although comprehensive research085

on this inequality remains scarce, several studies086

confirm that only a small fraction of users actively087

participate in digital spaces (e.g., Van Mierlo, 2014;088

Gasparini et al., 2020; Carron-Arthur et al., 2014;089

Baqir et al., 2023; Antelmi et al., 2019).090

The inequality of digital participation neverthe-091

less remains largely unexplored. Most studies on092

the digital divide have focused on disparities in093

physical access to digital systems (Chaqfeh et al.,094

2023) or differences in digital skills and literacy095

(Hargittai, 2018; Hargittai and Shaw, 2015), with096

far less attention given to other dimensions of dig-097

ital inequality (Korovkin et al., 2023; Scheerder098

et al., 2017; Van Dijk, 2006). Thus, there is lim-099

ited understanding of the extent of participation100

inequality among individuals who have access to101

digital platforms but engage with them to varying102

degrees.103

Prior research also suggests that digital partici-104

pation inequality may be linked to a higher likeli-105

hood of hostile engagement. Hostility or incivility106

in online spaces have been widely documented,107

particularly in political discussions and news com-108

ment sections (e.g., Coe et al., 2014; Humprecht109

et al., 2020; Rowe, 2015; Santana, 2014; Rossini,110

2022). In online comment sections, frequent users111

are more likely to post hostile content. For ex-112

ample, research on Facebook found that highly113

engaged users exhibit greater levels of toxicity in114

their comments (Kim et al., 2021a). Similarly, stud-115

ies on news comment sections indicate that hostil-116

ity tends to cluster among the most active partic-117

ipants (Humprecht et al., 2020; Rowe, 2015), po-118

tentially shaping broader public perceptions of dig-119

ital discourse. The potential association between120

frequent commenting and hostile content may be121

driven by anger, a high-arousal emotion that is122

strongly linked to greater engagement and partic-123

ipation (Berger, 2011; Brady et al., 2017; Crock-124

ett, 2017; Hasell and Weeks, 2016; Masullo et al.,125

2021; Valentino et al., 2011). This pattern is partic-126

ularly pronounced in partisan digital environments,127

where hostility toward out-groups generates higher128

engagement than in-group favoritism (Rathje et al.,129

2021; Yu et al., 2024). Masullo et al. (2021) fur-130

ther suggests that anger increases the likelihood131

of users actively expressing their opinions online,132

regardless of the opinion climate they encounter.133

Figure 1: Distribution of Hateful and Uncivil Sentences.
’Civil’ sentences are excluded in this figure. We allow
for overlapping counts here. If a sentence has two labels,
it will be counted once for each label

Building on these insights, this study advances 134

research on the digital divide by bridging two crit- 135

ical aspects of online engagement—digital partic- 136

ipation inequality and online hostility—that have 137

not been systematically examined together. By 138

leveraging individual-level news comment behav- 139

ior data over a 13-year period, this study provides 140

a rare opportunity to examine both the severity of 141

the participation divide between frequent and in- 142

frequent users and whether this divide is indeed 143

linked to hostile engagement. 144

3 Data 145

Naver News 146

South Korea is one of the most digitally connected 147

countries in the world, boasting the highest percent- 148

age of high-speed broadband connections among 149

OECD nations (Pak et al., 2021). In addition, in this 150

country, online news consumption is overwhelm- 151

ingly concentrated on news aggregator platforms 152

rather than individual news websites. According to 153

a global comparison of 46 countries, South Korea 154

had the highest rate of news consumption via news 155

aggregators and the lowest rate via direct access to 156

news websites in 2021 (Oh et al., 2021). Among 157

these platforms, Naver News stands as the most 158

dominant, reflecting its unparalleled role in shaping 159

the country’s digital news ecosystem. Over 90 per- 160

cent of Koreans use Naver as their primary search 161

engine, and 87 percent rely on Naver News for their 162

online news consumption (Kim et al., 2021b). This 163

shows the inequality of digital access is at least 164

very little at play. 165

This minimal digital access inequality ensures 166
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that disparities in online engagement are not driven167

by differences in basic access to digital infrastruc-168

ture but rather by individual preferences and be-169

havioral choices. Unlike in countries where digital170

divides are primarily shaped by disparities in inter-171

net access, South Korea presents a unique context172

where virtually all users have the opportunity to en-173

gage with news content online, allowing for a more174

precise examination of participation inequality in175

digital discourse.176

The platform, Naver News offers users free ac-177

cess to news content from major news outlets in the178

country. A key feature of the platform is its in-link179

system, which enables users to read full articles180

and comment on them directly within Naver, rather181

than being redirected to the original news websites.182

This design eliminates the need for users to create183

accounts on multiple media sites, effectively cen-184

tralizing news consumption and discussion within185

a single platform.186

The comprehensive scope of Naver News and187

its centralized commenting system make its data188

particularly valuable for studying digital participa-189

tion and hostile engagement at the individual level.190

Because South Korea has minimal barriers to inter-191

net access, participation disparities on the platform192

likely reflect user preferences rather than structural193

access limitations. Moreover, Naver News data al-194

lows for tracking individual commenting behavior195

over time, providing a rare opportunity to examine196

participation patterns based on frequency of use.197

News Comment Data198

From Naver News, we collected approximately 260199

million comments along with unique user identi-200

fiers from January 2008 to September 2020. Dur-201

ing this period, Naver News published a daily202

list of the top 30 most-read articles ("Ranking203

News") across six news domains: Politics, Soci-204

ety, Economy, World, IT/Science, and Life/Culture,205

totaling 180 articles per day. The dataset com-206

prises 802,946 articles from 141 news outlets,207

with 260,203,552 comments posted by approxi-208

mately 6,170,121 unique users. On average, each209

article received 324 comments.210

Hate Speech Data211

To classify hostility in news comments, we trained212

a BERT based deep-learning model using the Ko-213

rean Unsmile Dataset, a hate speech dataset pro-214

vided by Smilegate-AI ’(Kim, 2022). The dataset215

defines hateful expressions as those involving hos-216

tile speech, ridicule, caricature, or prejudice against 217

specific social groups, including explicit references, 218

stereotype reinforcement, or conventional assump- 219

tions about targeted groups. 220

Each comment is assigned multiple labels from 221

ten categories, making the dataset multi-class and 222

multi-labeled. Categories include Civil (devoid 223

of hate speech), Uncivil (disparaging language or 224

personal attacks), and various hate speech types 225

targeting race/nationality, region, gender, religion, 226

age, and sexual minorities. 227

One limitation of this dataset is the potential mis- 228

classification of neutral comments as hateful. For 229

example, a benign statement referencing a group 230

may be incorrectly flagged as hate speech. To miti- 231

gate this issue, we supplemented the dataset with 232

additional neutral sentences following Kang et al. 233

(2022). 234

In the training dataset, uncivil content is the most 235

frequent category (24.5%), followed by hateful con- 236

tent targeting race/nationality (13%), female/family 237

(12%), male (11%), region (10%), religion (9%), 238

sex minority (9%), and age (4.8%). Figure 1 illus- 239

trates the label distribution. 240

4 Methods 241

Measuring Participation Inequality 242

To assess user engagement levels, we first ranked 243

all users in the dataset based on the number of 244

comments they posted, with the most active com- 245

menters placed at the top. This ranking allowed us 246

to classify users into different engagement groups, 247

which were then used to compare hostility levels 248

in their comments. Our analysis primarily focuses 249

on the top 10% of the most active commenters, 250

comparing them to the bottom 40% of commenters, 251

who exhibit significantly lower engagement. 252

To quantify participation inequality among these 253

user groups, we employed two widely used eco- 254

nomic disparity metrics: the Gini index and 255

the Palma index (Atkinson et al., 1970; Kakwani, 256

1977), both of which have been applied in prior re- 257

search to assess engagement inequalities in digital 258

spaces (Glenski et al., 2020). 259

The Gini index measures the overall dispersion 260

of participation levels, reflecting how unequally 261

comments are distributed among users. A higher 262

Gini index indicates greater inequality in engage- 263

ment. However, the Gini index has notable lim- 264

itations in interpretation. Two distributions with 265

identical Gini values can have different underlying 266
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structures, making it difficult to capture whether267

disparities are driven by the most or least active268

users. Additionally, the Gini index is more sensi-269

tive to changes in the middle of the distribution but270

less responsive to variations at the top and bottom.271

To address these limitations, we incorporate272

the Palma index, which specifically measures the273

ratio of participation between the top 10% of com-274

menters and the bottom 40%. An increasing Palma275

index indicates that the most active users are gain-276

ing even greater dominance over the least active277

users, highlighting the skewed nature of digital par-278

ticipation. Unlike the Gini index, the Palma index279

provides a clearer interpretation of who dominates280

the discourse in digital spaces and to what extent.281

We applied these two metrics across different282

time periods, news domains, and news popularity283

rankings, depending on the specific analytical focus284

of each part of the study.285

Measuring Contribution to Inequality286

After calculating the inequality metrics, we as-287

sess whether the observed disparities are primarily288

driven by frequent or infrequent commenters using289

the relative mean deviation (RMD). This metric is290

mathematically defined as follows:291

RMDig =
Ni − µg

µg
(1)292

where i represents an individual user, g denotes293

the news domain. Ni is the number of comments294

posted by user i, and µg represents the average295

number of comments per user in news domain g.296

The RMD serves as a counterfactual measure to297

evaluate participation inequality. In a scenario298

where all users contributed an equal number of299

comments, the comment space would exhibit per-300

fectly equal participation. This hypothetical equal301

participation level is represented by µg. By com-302

paring each user’s actual comment count to µg, the303

RMD quantifies how much more or less each user304

contributes relative to this counterfactual equality.305

This metric allows us to determine whether in-306

equality is driven by frequent commenters posting307

significantly more than expected or by infrequent308

commenters contributing far less than the counter-309

factual amount. In doing so, it provides a clearer310

picture of how participation disparities emerge in311

online discussions.312

Measuring Comment Hostility 313

To assess levels of comment hostility, we conducted 314

a content analysis of comments from both heavy 315

(top 10%) and light (bottom 40%) commenters, as 316

defined by the Palma index. Within the top 10% 317

group, we further distinguished the extreme top 318

1% from the remaining users, as a small subset of 319

commenters appeared significantly more frequently 320

than others. 321

As an initial step, we trained KC-BERT, a BERT- 322

based deep-learning model (Lee, 2020), using 323

the hate comment data described earlier. Following 324

model training, we selected the best-performing 325

version and applied it to a 1% stratified sample 326

of comments from each engagement group. The 327

re-trained model assigned a hostility score to each 328

comment, and for simplicity, we categorized each 329

comment based on its highest-scoring label while 330

discarding those with all label scores below 0.5. 331

To facilitate analysis, we collapsed the ten pre- 332

defined hate speech categories into three broader 333

classifications: civil, uncivil, and hateful. Specifi- 334

cally, comments containing general profanity and 335

personal attacks were classified as uncivil, while 336

those with derogatory language targeting specific 337

groups (e.g., race, gender, religion, region, etc.) 338

were categorized as hateful. Comments devoid 339

of such language were considered as civil. We 340

then compared the distribution of comment types 341

across user engagement groups, employing a chi- 342

squared proportion test to determine whether differ- 343

ences in hostility levels between user groups were 344

statistically significant. 345

5 Participation Inequality 346

Descriptive statistics on participation levels indi- 347

cate a stark digital participation gap (Figure 3). On 348

average, the top 10% of frequent commenters ac- 349

count for nearly half of all comments in news com- 350

ment sections (50.11%), while the least active half 351

(bottom 50%) contributes only 14.99% of total 352

comments over the years. The figure clearly illus- 353

trates a consistent and substantial divide in digital 354

participation, where a small subset of users dis- 355

proportionately dominates the conversation. This 356

imbalance underscores the motivation for our study, 357

highlighting the need to investigate the structural 358

disparities in online engagement. 359
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Figure 2: Share of Comments by Top 10% and Bottom
40% Gropus

Participation Inequality by News Domain and360

Popularity361

To further examine this divide, we quantified par-362

ticipation inequality within the news ecosystem363

using the Gini index and the Palma index. We then364

compared participation inequality (a) across six365

news domains (Politics, Society, Economy, World,366

IT/Science, and Life/Culture) and (b) at varying lev-367

els of news popularity. Note that Naver News pub-368

lishes a daily list of the 30 most-read articles, re-369

ferred to as ‘Ranking News.’ To measure news370

popularity, we used these rankings, with 1st rep-371

resenting the least popular and 30th the most pop-372

ular article of the day. We then calculated Gini373

and Palma indexes for different news stories based374

on their popularity ranks to assess how inequality375

changes across news interest levels.376

Figure 3 illustrates participation inequality377

across different news domains, showing that po-378

litical news exhibits the highest levels of inequal-379

ity compared to other categories. Both Gini and380

Palma indexes reveal that Politics consistently381

stands out as the most unequal domain, indicat-382

ing that discussions in political news sections are383

dominated by a small subset of highly active com-384

menters. Society and Economy also exhibit rel-385

atively high participation inequality, though to a386

lesser extent than Politics. In contrast, domains387

such as Life/Culture and IT/Science display lower388

levels of inequality, suggesting that discussions in389

these categories are more evenly distributed among390

users.391

Figure 4 presents participation inequality as mea-392

sured by the Palma index (Panel A) and the Gini393

index (Panel B) across different levels of news pop-394

ularity. Across all domains, both indexes show a395

clear upward trend, indicating that as a news story396

becomes more popular, participation inequality in-397

creases. This pattern suggests that highly popular398

Figure 3: The Gini and Palma index Over Time by News
Domain

articles tend to be dominated by a small group of 399

frequent commenters, while less popular articles 400

see a more balanced distribution of participation. 401

Among the different news domains, Politics and 402

Society, again, consistently exhibit the highest lev- 403

els of inequality across all levels of popularity, re- 404

inforcing the idea that digital participation gaps 405

are most pronounced in politically charged discus- 406

sions. 407

Taken together, these findings suggest that par- 408

ticipation inequality is not only domain-specific 409

but also influenced by news popularity. The more 410

widely read an article is, the more concentrated 411

the conversation becomes among a small subset 412

of highly active users, particularly in Politics and 413

Society. 414

User Contribution to Participation Inequality 415

To assess which user groups contribute most to par- 416

ticipation inequality, we analyzed Relative Mean 417

Deviation (RMD) scores. While the Palma and 418

Gini indices measure overall inequality, they do not 419

reveal how different user groups contribute to these 420

disparities. RMD addresses this gap by indicat- 421

ing how much each group’s participation deviates 422

from a hypothetical benchmark of perfect equality, 423

where all users contribute an equal number of com- 424

ments within a given news domain and news popu- 425

larity level. A value of 0 represents perfect equality, 426

while negative values indicate lower-than-expected 427

participation, and positive values indicate excessive 428

participation relative to the equality benchmark. 429

Figure 5 presents RMD scores across differ- 430

ent user groups, segmented into ten participa- 431

tion levels to capture finer distinctions beyond the 432

broad bottom 40% and top 10% classifications. The 433

figure shows that the least active commenter groups 434
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Figure 4: The Palma(Panel A) and Gini(Panel B) index
by News Popularity

(Bottom 10% to Top 30-20%) cluster around zero,435

indicating that their participation closely aligns436

with the expected equal participation benchmark.437

In contrast, there is a progressive and dispropor-438

tionate increase in deviation among more active439

users, with the top 1% of commenters exhibiting440

the highest deviation. The top 1% of users have441

an RMD between 23 and 30, compared to an av-442

erage deviation of 3 among other active groups,443

demonstrating their outsized influence on digital444

discourse.445

These findings underscore two key aspects of446

participation inequality. First, they indicate that the447

observed participation gap is primarily driven448

by highly active users posting disproportionately449

more comments, rather than infrequent users post-450

ing significantly fewer comments. This suggests451

that participation inequality is a function of over-452

contribution by a small subset of users rather than453

disengagement by the majority. Second, there is454

a sharp divide even among active commenters, par-455

ticularly between the top 1% and the rest, highlight-456

ing that the most extreme contributors play a domi-457

nant role in shaping discussions. This suggests that458

online discourse is not only concentrated among459

a small subset of users but is further skewed by460

an even smaller group of hyper-active commenters,461

reinforcing the severe imbalances in digital partici- 462

pation. 463

Participation Inequality and Political Events 464

Beyond these structural patterns, we now examine 465

how participation inequality fluctuates in response 466

to major political events, particularly during South 467

Korea’s electoral cycles and one of the most signif- 468

icant political events of the study period—the 2017 469

impeachment of President Park Geun-hye. 470

Figure 6 illustrates the Gini and Palma in- 471

dices in the weeks leading up to three key polit- 472

ical events: the 2012 and 2017 presidential elec- 473

tions and the 2016 impeachment of the president. 474

The trends suggest that participation inequality in- 475

tensifies as major political events approach, with 476

both indices showing a marked increase in the fi- 477

nal weeks leading up to each event. This pattern 478

indicates that a small subset of highly active users 479

becomes even more dominant in news comment 480

sections during politically charged periods, fur- 481

ther exacerbating the imbalance in online discourse. 482

These findings suggest that political events act as 483

catalysts for deepening participation inequality, am- 484

plifying the influence of highly engaged users while 485

sidelining less active participants. 486

6 Comment Hostility 487

Previous studies suggest that more active users in 488

comment sections are more likely to exhibit hostil- 489

ity. To examine this, we conducted a computational 490

content analysis to assess the levels of hostility in 491

comments posted by different user groups. 492

For this analysis, we focused on three distinct 493

commenter groups, ranked by their commenting 494

activity: (1) the top 1% most active commenters, 495

(2) the next most active group (top 10% - < top 1%), 496

and (3) the bottom 40% least active commenters. 497

It is important to note that the top 1% and top 10% 498

- < top 1% are distinct groups, unlike the broader 499

categories used in prior analyses. Given the unique 500

behavior of the most active users, as shown in the 501

participation inequality results, we isolated the top 502

1% separately to better capture the extreme engage- 503

ment patterns of this highly active subset. For each 504

group, we randomly selected 1% of comments from 505

the raw dataset for analysis. These comments were 506

then classified as either (1) civil, (2) uncivil, or 507

(3) one of eight types of hateful comments using a 508

deep learning classifier trained on a large dataset 509

of labeled comments. 510
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Figure 5: Average Relative Mean Deviation by News Domain

Figure 7 presents the distribution of comment511

categories across these three user groups. As ex-512

pected, the most frequent commenters—the top 1%513

and top 10% - < top 1%—are significantly more514

likely to post uncivil comments compared to the515

less active bottom 40% (chi-square: 85.761, p <516

0.001 for the comparison between bottom 40% and517

top 10% - < top 1%, and chi-square: 71.764, p <518

0.001 for the comparison between bottom 40% and519

top 1%).520

Regarding hateful content, the divide in online521

hostility extends even among active users: the top522

1% is significantly more likely to post hateful523

comments than the top 10% - < top 1% (chi-524

square: 139.19, p < 0.001). This finding further525

reinforces the digital participation divide, showing526

that not only do a small number of users dominate527

discussions, but they also tend to engage in higher528

levels of incivility and hate speech.529

The disparity in hostility between active and in-530

active groups is still evident when examining dif-531

ferences across news domains. As shown in Figure532

8, the gaps in both uncivil and hateful comment533

proportions are particularly pronounced in the Poli-534

tics domain, suggesting that highly engaged users535

are especially likely to contribute hostile discourse536

in political discussions.537

7 Conclusion 538

This study underscores the stark participation in- 539

equality in online news comment sections, where 540

a small but highly active subset of users dispro- 541

portionately shapes digital discourse. Analyzing 542

260 million comments over 13 years on Naver 543

News, we find that this participation gap is particu- 544

larly pronounced in political news discussions and 545

highly popular news stories, intensifying during 546

major political events such as presidential elections. 547

The analysis also reveals that the most active com- 548

menters contribute disproportionately to the overall 549

volume of engagement, further amplifying their 550

influence. Moreover, these frequent commenters 551

are significantly more likely to engage in hostile 552

discourse, posting both uncivil and hateful content 553

at higher rates than less active users. This suggests 554

that online discussions are not only dominated by a 555

small fraction of users but are also skewed toward 556

a more hostile or hateful discourse. 557

These findings carry important implications for 558

digital public discourse and online platform gov- 559

ernance. The dominance of a small, often hostile 560

group in comment sections raises concerns about 561

the representativeness of online discussions and 562

their potential to skew public perceptions. Plat- 563

forms aiming to foster healthier discourse may need 564

to consider interventions that encourage broader 565

participation while mitigating the outsized influ- 566
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Figure 6: Participation Inequality Leading Up to Presi-
dential Elections and the 2017 Impeachment

ence of highly engaged yet hostile users. Future567

research should further explore the causal mecha-568

nisms behind these dynamics and investigate po-569

tential strategies to counteract digital participation570

disparities and online hostility.571

8 Limitations572

While this study provides valuable insights into dig-573

ital participation inequality and hostile discourse,574

it has several limitations that should be addressed575

in future research.576

First, although our findings reveal a significant577

disparity in hostility between active and inactive578

user groups, further analysis is needed to under-579

stand the underlying linguistic mechanisms driving580

this disparity. Specifically, a more granular exami-581

nation of how hostile language is constructed and582

varies between these groups would provide deeper583

insights. However, this presents a methodological584

challenge due to the complex structure of the Ko-585

rean language. Korean allows for the creation of586

new words through character combinations, often587

leading to non-standard lexical variations in online588

discussions. This makes tokenization particularly589

difficult, as conventional NLP methods may fail590

Figure 7: Hate Comment Classification Result by Per-
centile User Group

to capture these variations accurately. Addition- 591

ally, detecting hostility—especially hateful content 592

targeting specific sociopolitical groups—is further 593

complicated by implicit and coded expressions that 594

may not contain overt hate speech terms but still 595

convey derogatory or exclusionary meanings. This 596

linguistic flexibility enables users to mask hostility, 597

making deep-learning-based classification models 598

prone to under-detection of such content. Address- 599

ing this issue requires more sophisticated linguistic 600

processing techniques, such as context-aware tok- 601

enization models, morphological analysis tailored 602

to Korean online discourse, and adversarial training 603

methods that can better capture implicit hostility. 604

Future research should refine these approaches to 605

improve the precision of hostility detection, par- 606

ticularly for nuanced forms of incivility and hate 607

speech. 608

Second, our study does not establish a direct 609

causal relationship between participation inequal- 610

ity and online hostility. While our findings suggest 611

that hostility is more prevalent among highly ac- 612

tive users, we have not explicitly tested whether 613

increasing inequality drives greater hostility or if 614

other factors mediate this relationship. As partic- 615

ipation inequality intensifies—especially during 616

politically charged periods—aggressive discourse 617

may become more concentrated among dominant 618

commenters. However, our dataset is limited to ob- 619

servational digital trace data, which primarily cap- 620

tures user behaviors, comment timing, and content 621

but does not account for underlying psychological 622

or social motivations. Future research should ex- 623

plore experimental methods to better understand 624

the causal links between participation inequality 625

and online hostility. 626

Despite these limitations, this study offers a foun- 627

8



Figure 8: Log Difference in the Proportion of Uncivil
(Panel A) and Hateful Comments (Panel B) between
Extreme (Top 1%) and Inactive (Bottom 40%) User
Group Across News Domains. Point sizes indicate the
absolute difference in proportion.

dational analysis of how a vocal minority shapes628

digital discourse through both disproportionate en-629

gagement and increased hostility. Addressing these630

challenges in future research will be crucial for de-631

veloping more effective moderation strategies and632

fostering healthier online discussions.633
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A Appendix 791

A.1 Descriptive Statistics for the Comment 792

Dataset 793

Change in the Size of Comment Space 794

The size of the comment space has grown rapidly 795

over the years (Figure 9), and since our analysis 796

focuses only on articles that received comments, 797

we exclude users who did not engage in posting 798

comments. This means we overlook the 90% of 799

users, often referred to as "Lurkers" in the 90-9-1 800

principle. 801

Distribution of the Number of Comments 802

Online comment space is highly skewed. The his- 803

togram in Figure 10 indicates that the majority of 804

users post one or two comments. When dealing 805

with a highly skewed distribution, it is generally 806

more appropriate to consider specific percentiles, 807

as there is a significant difference in values between 808

the top and the bottom of the distribution. Hence, 809

this paper compares only top 10% and bottom 40% 810

groups. 811
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Figure 9: Change in the size of comment space: A.
Change in the number of comments over time. B.
Change in the number of users over time

A.2 Training Performance(KC-BERT)812

For training KC-BERT, we primarily trained two813

models: KC-BERT Base and KC-BERT Large.814

The KC-BERT Large model is larger than KC-815

BERT Base, with significantly more parameters.816

To identify the model with the best performance,817

we conducted experiments using various hyperpa-818

rameters, such as learning rate and batch size. Ad-819

ditionally, recognizing that the construction of the820

train/validation set could influence performance,821

we repeated the experiments with different config-822

urations of the train/validation split.823

The table 1 presents the best performance824

achieved by each model, with KC-BERT Base825

yielding slightly better results. The table 2 dis-826

plays the classification performance for KC-BERT827

Base828

Model LRAP
KC-BERT base 0.923
KC-BERT large 0.92

Table 1: Model performance based on label ranking
average precision(LRAP)

Figure 10: Histogram of the Comment Frequency

Category Precision Recall F1-Score Supprot
0 0.82 0.72 0.77 423
1 0.87 0.81 0.84 341
2 0.87 0.81 0.84 326
3 0.85 0.76 0.80 436
4 0.87 0.83 0.85 160
5 0.89 0.87 0.88 387
6 0.88 0.89 0.89 319
7 0.93 0.17 0.29 148
8 0.72 0.57 0.64 832
9 0.93 0.92 0.93 3990

Table 2: Classification Performance based on Precision,
Recall, and F1-Score
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