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WHAT IS THIS ALL ABOUT?
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Unification under table generation framework

4

Input OutputDocument, e.g.: Task-dependent data structure, e.g.:

Subject Object Relation

Riddarhuset Sweden country

Royal Court Orchestra Royal Opera part of

Entities and relations / knowledge base records

Description Quantity Unit price Total

Ice cream 2 5 10

Bread 1 2 2

Soda 1 3 3

Extracted line items

Plain text news

Wikipedia articleInvoice

Encoder-decoder 
model

Key information / property-value pairs

Property Value

Date of birth 1915-01-15

Place of birth Saint Petersburg

Citizenship Russian Empire
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Complete 
Example Input

Output

People

Auguste and Luis Lumière were born in
Besançon, France, to Charles and Jeanne.

Jeanne Lumière NULL

Name Surname Place of birth

Auguste Lumière Besançon

Luis Lumière

Charles Lumière

Besançon

NULL
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Key Observations
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Context matters Order matters
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HOW DOES IT WORK?
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Training
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(B) Gold standard

Color Shape

 red  circle

triangle

Color Shape

 red  circle

green  square

blue triangle
(C) Output after current step

(A) Decoder prompt

(D) Expected output

red </Cell>

Figures 

<Column> 
Color 
<Cell> 
<Cell /> 
<Cell /> 

</Column> 

<Column> 
Shape
<Cell> circle </Cell> 
<Cell />
<Cell> triangle </Cell>

</Column> 

There are toys colored 

red, green, and blue on 

the table. The square 

is green, the triangle is 

blue, and the circle is 

in the remaining color.
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Figures 

<Column> 
Color 
<Cell> red </Cell> 
<Cell /> 
<Cell /> 

</Column> 

<Column> 
Shape
<Cell> circle </Cell> 
<Cell />
<Cell> triangle </Cell>
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There are toys colored 

red, green, and blue on 

the table. The square 

is green, the triangle is 

blue, and the circle is 

in the remaining color.
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Training
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Color Shape

 red ?

? ?

blue triangle
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Cell dependencies

Encodes the relative position of table cells in which 
the tokens lie.

Corresponds to the relative sequential position of tokens 
belonging to the same cell.

TABULAR BIAS LOCAL SEQUENTIAL BIAS

the relative sequential position of tokens belonging310

to the same cell.311

⌧ij =

(
R(ri � rj) + C(ci � cj) if rj > 0

R0 + C(ci � cj) if rj = 0
,

�ij =

(
L(i� j) if (ci, ri) = (cj , rj)

0 otherwise
(4)312

where (ci, ri) are cell coordinates as given by its313

1-based column and row indices (with 0 reserved314

for the header row/column), and R(k), C(k), L(k)315

and R0 are trainable weights. The special case316

with rj = 0 corresponds to the situation when the317

key/value token lies in the column header, in which318

case we want to use the same bias independent319

of the row of the query token, due to the different320

nature of the relation between two cells, and a cell321

and its column header.322

After these adjustments, the final attention score323

takes the form324

↵0
ij = ↵ij + �ij + ⌧ij + �ij , (5)325

where �ij is the bias term defined earlier. Row and326

column bias we introduce is similar to the one used327

previously on the encoder side for comprehension328

of the two-dimensional structure of model input329

(Powalski et al., 2021; Garncarek et al., 2021; Xu330

et al., 2021; Zayats et al., 2021). In contrast, we (1)331

apply it in the decoder, (2) do not use buckets with332

sizes growing logarithmically but have one bucket333

per row or column, and (3) have a dedicated bucket334

for the vertical relation between cell and its header.335

2.3 Predicting Number of Groups336

Although the previous work of Wu et al. (2022)337

assumed the table is finalized when the appropriate338

special token explicitly appears in the output, our339

systematic study shows that the explicit prediction340

of the number of groups yields better results (see341

Section 4 for comparison). This explicit prediction342

is achieved with a linear layer that consumes the343

first input token’s embedding to perform a predic-344

tion on the number of groups. During the training345

stage, the layer’s output is scored against the known346

number of groups using MSE loss, while during347

the inference, it is used as a predictor declaring the348

number of groups to populate the template with.349

2.4 Inference with Model-Guided Cell Order350

While multiple decoding algorithms can be consid-351

ered valid at test time, in light of the proposed train-352

ing method we will focus on a simple greedy al- 353

gorithm that does not introduce the train-inference 354

discrepancy. 355

Since the model was trained assuming a per- 356

muted factorization of cell ordering, in expectation, 357

the model learned to understand all possible vari- 358

ants of a partially-filled table and predict values for 359

all empty cells. Because each step in the generation 360

process implicates uncertainty that should be glob- 361

ally minimized, we propose to estimate the optimal 362

table decoding algorithm by greedily finding the 363

cell that minimizes this uncertainty at each step. 364

The decoding employs an outer loop that pro- 365

gresses cell-by-cell, an inner loop that generates 366

each cell that is yet to render, and a selection heuris- 367

tics that determine which cell, from all the finalized 368

in the inner loop, should be added to the outer loop. 369

The heuristic we use selects the cell containing the 370

token with highest probability among all predicted 371

(Figure 4). The detailed study of this and alterna- 372

tive selection criteria is presented in Appendix C. 373

In the inner loop, each cell is decoded until the 374

special token determining the end of cell generation 375

is placed. As the inner loop generates each cell au- 376

toregressively and independently from other cells, 377

the process can be treated as generating multiple 378

concurrent threads of an answer and is well paral- 379

lelizable. In the worst case, it takes as many steps 380

as the number of tokens in the most extended cell. 381

After being selected by a heuristic, the cell from 382

the inner loop is inserted into the outer loop, and 383

made visible to all other cells, while the cells that 384

were not selected are to be reset and continuously 385

generated in the future steps until they are chosen 386

by a heuristic (see pseudocode in Appendix A). 387

3 Experiments 388

In addition to state-of-the-art reference and our 389

results, we provide scores of the same backbone 390

models (T5, T5 2D, and TILT) while a table lin- 391

earization strategy follows the assumptions of Wu 392

et al. (2022)’s baselines. Appendix D covers details 393

of evaluation metrics and training procedure. 394

Complex Information Extraction. The problem 395

of information extraction involving aggregated data 396

types, where one may expect improvement within 397

the document-to-table paradigm, is prevalent in 398

business cases. Nevertheless, the availability 399

of public datasets here is limited to PWCF 400

(Borchmann et al., 2021; Kardas et al., 2020) and 401

CORD (Park et al., 2019). 402
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Recall the Key Observations
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Context matters Order matters
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Inference
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Input

There are toys colored
red, green, and blue on
the table. The square is

green, the triangle is blue,
and the circle is in the

remaining color.

Probability   Candidate value

Probability   High-score candidate

Value kept from the previous step

Legend

Step 1/5

Colors Shapes

4
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Input

There are toys colored
red, green, and blue on
the table. The square is

green, the triangle is blue,
and the circle is in the

remaining color.

Probability   Candidate value

Probability   High-score candidate

Value kept from the previous step

Legend

0.9  red 0.4 square

0.9  green 0.8 square

0.8  blue 0.5 cross

Step 2/5

Colors Shapes
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Input

There are toys colored
red, green, and blue on
the table. The square is

green, the triangle is blue,
and the circle is in the

remaining color.

Probability   Candidate value

Probability   High-score candidate

Value kept from the previous step

Legend

0.9  red 0.4 square

0.9  green 0.8 square

0.8  blue 0.5 cross

Step 2/5

Colors Shapes

Note that these are 

generated in parallel!
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Input

There are toys colored
red, green, and blue on
the table. The square is

green, the triangle is blue,
and the circle is in the

remaining color.

Probability   Candidate value

Probability   High-score candidate

Value kept from the previous step

Legend

red 0.3 hexagon

green 0.9 square

1.0  blue 0.8 triangle

Step 3/5

Colors Shapes
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Input

There are toys colored
red, green, and blue on
the table. The square is

green, the triangle is blue,
and the circle is in the

remaining color.

Probability   Candidate value

Probability   High-score candidate

Value kept from the previous step

Legend

red 0.6 circle

green square

blue 0.8 triangle

Step 4/5

Colors Shapes
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Input

There are toys colored
red, green, and blue on
the table. The square is

green, the triangle is blue,
and the circle is in the

remaining color.

Probability   Candidate value

Probability   High-score candidate

Value kept from the previous step

Legend

red circle

green square

blue triangle

Step 5/5

Colors Shapes
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WHAT ARE THE RESULTS?
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Results on public and private datasets

Dataset SOTA reference Linearized Our Model

PWC 26.8 27.8 30.8 T5 2D + STable

CORD 96.3 92.4 95.6 TILT + STable

Rotowire Player 86.8 84.5 84.5

T5 + STableRotowire Team 86.3 83.8 84.7

DWIE 62.9 60.2 59.2

Recipe Composition 71.9 60.1 75.5

TILT + STablePayment Stubs 77.0 72.0 79.1

Bank Statements 61.1 58.7 69.9

26

Across different 

backbone models
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TL;DR

Permutation-based 

decoder training

TRAINING +

27

DECODING
Decoding mechanism 

that is data-dependent
= FRAMEWORK

Document-to-table framework 

that works with any backbone
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