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A APPENDIX
In this section, we conduct additional analysis on the theory of
gradient consistency in A.1. In Appendix A.2, we provide detailed
information about five FL datasets. Andwe also introduce additional
details about data processing in Appendix A.3. In addition, we
discuss the privacy issues of the𝑀3𝐹𝑒𝑑 in Appendix A.4. Algorithm
1 gives the pseudo-code for the𝑀3𝐹𝑒𝑑 framework.

A.1 Analysis Of Angle Lower Bounds
Definition 3 builds on the Zoutendijk condition, which essentially
requires that 𝜃𝑖 𝑗 < 𝜋

2 −𝛾 . Let 𝑓 (𝑥) be the objective function we aim
to minimize, and let 𝑥𝑘 be the current iterate point. The first-order
Taylor approximation of 𝑓 (𝑥) around 𝑥𝑘 is given by:

𝑓 (𝑥𝑘 + 𝑑) ≈ 𝑓 (𝑥𝑘 ) + ∇𝑓 (𝑥𝑘 )𝑇𝑑, (10)

where∇𝑓 (𝑥𝑘 ) is the gradient of 𝑓 at 𝑥𝑘 , and𝑑 is the search direction.
Suppose 𝑑 is the gradient update direction from another client.

When the gradient update direction from another client 𝑑 is orthog-
onal to the current client update direction ∇𝑓 (𝑥𝑘 ), ∇𝑓 (𝑥𝑘 )𝑇𝑑 = 0,
then according to the above approximation, we have:

𝑓 (𝑥𝑘 + 𝑑) ≈ 𝑓 (𝑥𝑘 ). (11)

This implies that moving along the direction 𝑑 , which is orthogo-
nal to the gradient, results in an insignificant change in the objective
function value 𝑓 (𝑥) around 𝑥𝑘 . In other words, such a move cannot
effectively decrease the objective function value.

Therefore, in order to ensure that the objective function value
is effectively reduced in each iteration, it is important to avoid
choosing a search direction that is orthogonal or approximately
orthogonal to the current gradient. This condition ensures that the
angle between the gradient update directions has a certain lower
bound 𝜃𝑖 𝑗 < 𝜋

2 −𝛾 , which avoids possible orthogonality between the
gradient update directions, and thus ensures an effective decrease
of the objective function.

A.2 Datasets
AffectNet. The AffectNet dataset comprises over 1,000,000 facial
images sourced from the internet, obtained through queries of 1250
emotion-related keywords in six different languages across three
major search engines. Approximately half of the retrieved images
are manually annotated to identify the presence of seven discrete
facial expressions along with valence and arousal intensity. We
exclusively utilize the subset of AffectNet containing images labeled
with discrete facial expressions. This subset includes 146,198 images
labeled as happy, 29,487 as sad, 16,288 as surprised, 8,191 as fearful,
5,264 as disgusted, 28,130 as angry, 5,135 as contemptuous, and
80,276 as neutral. Subsequently, these image data are partitioned
into 20 clients for experimental purposes.

Seed-V. The SEED-V dataset, provided by BCMILab, comprises
EEG (Electroencephalogram) and eye-tracking signals obtained
from participants watching movie clips. A total of 16 participants
(6 male and 10 female) are instructed to watch 15 movie clips, with
each clip representing a specific emotion (three clips per emotion).
Each participant underwent three experimental sessions. The SEED-
V dataset consists of 29,167 samples, including 5,872 labeled as
happy, 5,968 labeled as sad, 4,897 labeled as surprised, 4,815 labeled

Algorithm 1𝑀3𝐹𝑒𝑑

Input: Communication rounds𝐶 , number of client K, local datasets
{𝐷𝑖 }𝐾𝑖=1, learning rate 𝜂𝑝 , 𝜂𝑔 , locat step 𝐸, meta learner 𝑓𝜃 ,
personalized operator {𝑇𝑖 }𝐾𝑖=1 and shared consensus operator
{𝐺𝑖 }𝐾𝑖=1, personalized model {𝜓𝑖 }𝐾𝑖=1

1: Server broadcasts {𝑓𝜃 ,𝐺𝑖 } to all clients
2: for 𝑡=0 to 𝐶 − 1 do
3: for 𝐶𝑙𝑖𝑒𝑛𝑡 𝑖 = 1, 2...𝐾 in parallel do
4: Client Dual-level Optimization ({𝑓𝜃 ,𝐺𝑖 ,𝑇𝑖 ,𝜓𝑖 }, 𝐷𝑖 )
5: end for
6: Server executes:
7: //Gradient Consistency-based Clustering.
8: Calculated to the similarity of meta learner gradient direction

𝜎 according to the Pearson correlation Eq.(5)
9: Computing the angular distance {𝐴𝑖 𝑗 }𝐾𝑖,𝑗=1 from Eq.(6)
10: Cluster diagonal distances through spectral clustering and

aggregate within groups (𝑓𝜃,𝑎, 𝑓𝜃,𝑏 , 𝑓𝜃,𝑐 ...)
11: //Global Consensus Collaboration Matrix.
12: Collaborative correlation matrix 𝑆 computation for shared

consensus operators {𝐺𝑖 }𝐾𝑖=1 according to Eq.(7)
13: Then aggregate the shared consensus operators 𝐺 : 𝐺𝑡+1

𝑖
=∑𝐾

𝑗 𝑆𝑖 𝑗 ·𝐺𝑡𝑗
14: Server sends (𝑓𝜃,𝑎, 𝑓𝜃,𝑏 , 𝑓𝜃,𝑐 ...) and {𝐺𝑡+1

𝑖
}𝐾
𝑖=1 to clients

15: end for
16: Client Dual-level Optimization ({𝑓𝜃 ,𝐺𝑖 ,𝑇𝑖 ,𝜓𝑖 }, 𝐷𝑖 ):
17: for 𝑒 = 1 to 𝐸 do
18: //Personalized Optimization.
19: Client-side personalized optimization update: 𝜓★

𝑖
= 𝜓𝑖 −

𝜂𝑝∇(L𝑖 + 𝜆
2 𝜚

2),𝑇★
𝑖

= 𝑇𝑖 − 𝜂𝑝∇(L𝑖 + 𝜆
2 𝜚

2)
20: //Global Optimization.
21: Client-side global optimization update: 𝑓 𝑡+1

𝜃
= 𝑓 𝑡

𝜃
−𝜂𝑔∇(L𝑖 +

𝜆
2 𝜚

2)
〈
𝜓★
𝑖
,𝑇★
𝑖

〉
,𝑇 𝑡+1
𝑖

= 𝑇 𝑡
𝑖
− 𝜂𝑔∇(L𝑖 + 𝜆

2 𝜚
2)

〈
𝜓★
𝑖
,𝑇★
𝑖

〉
22: end for
23: Upload the meta learners and shared consensus operators to

the server

as fearful, and 7,615 labeled as neutral. Subsequently, these data
samples are partitioned into six clients for experimental purposes.

UCF-101. The UCF101 dataset, a popular action recognition
dataset, is collected from YouTube videos. It comprises 13,320 video
clips spanning 101 human action categories, encompassing daily
activities to sports, with a total duration of 27 hours. The video
lengths vary from a few seconds to over 20 seconds. We utilized
only the video modality data, partitioned into eight clients for
experimental setup. Ultimately, we obtain an action recognition
task across eight clients in the video modality, consisting of a total
of 13,320 video instances.

Epic-Kitchens. The dataset is a large-scale egocentric video
dataset collected from daily kitchen activities. We conduct the
experiment on the version Epic-Kitchens-100, which has 89977
video segments of human-object interaction captured by 37 partici-
pants.Sixteen participants also contribut audio data. For the task, we
use the unique 97 verb labels as activity classes and only consider
audio modality. We partition the speech data accordingly to form

11



1277

1278

1279

1280

1281

1282

1283

1284

1285

1286

1287

1288

1289

1290

1291

1292

1293

1294

1295

1296

1297

1298

1299

1300

1301

1302

1303

1304

1305

1306

1307

1308

1309

1310

1311

1312

1313

1314

1315

1316

1317

1318

1319

1320

1321

1322

1323

1324

1325

1326

1327

1328

1329

1330

1331

1332

1333

1334

MM’24, October 28 - November 1, 2024, Melbourne, Australia. Anonymous Authors

1335

1336

1337

1338

1339

1340

1341

1342

1343

1344

1345

1346

1347

1348

1349

1350

1351

1352

1353

1354

1355

1356

1357

1358

1359

1360

1361

1362

1363

1364

1365

1366

1367

1368

1369

1370

1371

1372

1373

1374

1375

1376

1377

1378

1379

1380

1381

1382

1383

1384

1385

1386

1387

1388

1389

1390

1391

1392

(a) 𝑆𝑒𝑒𝑑 − 𝑉 (𝑎 = 1) .

(b) 𝑆𝑒𝑒𝑑 − 𝑉 (𝑎 = 0.4) .

Figure 6: Illustration of Seed-V Non-IID data distributions
over 6 clients with 𝛼 = 1 and 𝛼 = 0.4. The x-axes represents
the client IDs. The y-axes represents the emotion labels. The
depth of color represents the amount of data.

(a) 𝑀𝑒𝑎𝑑 (𝑎 = 1) .

(b) 𝑀𝑒𝑎𝑑 (𝑎 = 0.4) .

Figure 7: Illustration of MEAD Non-IID data distributions
over 20 clients with 𝛼 = 1 and 𝛼 = 0.4.

ten clients. Eventually, we obtain a kitchen behavior recognition
task across ten clients in the audio modality, comprising a total of
34,018 instances.

MEAD. The MEAD is a talking-face video corpus featuring 60
actors expressing eight different emotions at three intensity levels

(excluding neutral). The videos are recorded from seven different
angles in a controlled environment to provide high-quality details of
facial expressions. Approximately 40 hours of audiovisual segments
are recorded for each actor and viewer. Due to some damaged videos,
we utilized data from 47 released actors, totaling 28,749 videos
labeled as angry, 28,890 videos labeled as contemptuous, 29,357
videos labeled as disgusted, 29,105 videos labeled as fearful, 29,428
videos labeled as happy, 29,609 videos labeled as sad, 29,349 videos
labeled as surprised, and 13,172 videos labeled as neutral. Finally, the
data is partitioned into twenty clients for experimentation purposes.

A.3 Additional details
For the five datasets in our experiment, there are 4 unique modal-
ities (i.e., video, audio, eeg, and image). To facilitate the fair com-
parison with existing methods, we first extract the raw features
for different modalities. In particular, we employ the following
approach to extract features from different modalities. For video
data, a pretrained network of ResNet-3D[24] is used to extract
2048-dimensional visual features of all frames. For audio data, we
extract audio 1024-dimensional representations using the current
widely used Wav2Vec 2.0[13] speech recognition model. For EEG
data, we utilize a pre-trained DCCA[33] model to extract features
of 320 dimensions. For image data, the MT-EmotiEffNet[42] model
is employed to obtain a 1408-dimensional feature representation
for images through pre-training.

Data Partition. Each client is allocated a proportion of the sam-
ples of each label according to Dirichlet distribution. In detail, we
sample the data by simulating𝑚 𝑗 ∼ 𝐷𝑖𝑟 (𝛼) and allocate a portion
of𝑚 𝑗,𝑖 of the samples in class 𝑗 to client 𝑖 . Here 𝛼 controls the de-
gree of skewness. Note that when using this partitioning strategy,
the training data of each client may have majority classes, minor-
ity classes, or even some missing classes, which is more practical
in real-world applications. See Fig.6 for the detailed two Non-IID
(𝛼 = 0.4, 𝛼 = 1) data partitions on Seed-V datasets.In Fig.7, two
non-iid. data partitions on the MEAD dataset are visualized.

A.4 Privacy-Preserving Discussion
In our𝑀3𝐹𝑒𝑑 , we introduce a shared consistency operator to learn
the shared feature space projection. This operator primarily focuses
on the relationship of feature space projection, without involving
customer’s private data. We believe this does not pose a risk of
privacy leakage. Additionally, addressing the privacy protection
issue of model communication, we can adopt techniques such as dif-
ferential privacy and homomorphic encryption at any time, as used
in previous studies[43, 52], to protect model parameters, thereby
safeguarding customer data privacy to a certain extent.
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