
Rebuttal PDF: Hierarchical Randomized Smoothing
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Figure 1: Overview of the disjoint regions and probabilities to sample Z of each region (Proposition 1
and Proposition 2). The absence of arrows from X and X̃ into specific regions indicates a probability
of zero. Note that only Z in region R2 can be sampled from both distributions ΨX and ΨX̃ . We
also provide the likelihood ratios to visualize the proof of Theorem 1.


	Additional experiments and results
	Hierarchical randomized smoothing for node classification
	Hierarchical smoothing for graph and point cloud classification

	Full experimental setup
	Experimental setup for the task of node classification (Section 6)
	Experimental setup for additional graph classification experiments
	Experimental setup for additional point cloud classification experiments
	Further experimental details

	Robustness certificates for hierarchical smoothing (Proofs of Section 5)
	Multi-class certificates for hierarchical randomized smoothing
	Special cases of hierarchical randomized smoothing (Proofs of Section 5)
	Hierarchical randomized smoothing using Gaussian isotropic smoothing
	Hierarchical randomized smoothing using ablation smoothing


