SUPPLEMENTARY MATERIALS FOR “ENHANCING
HIGH-RESOLUTION 3D GENERATION THROUGH
PIXEL-WISE GRADIENT CLIPPING”

1 MORE RESULTS

1.1 MORE OUR RESULTS

Editing results. With the same base mesh, we provide texture editing results based on different
input prompts in Figure[I]

Text-to-texture results. In Figure[2] we present meshes with high-quality textures.

1.2 MORE ABLATIONS

Depth controlnet In Figure |3} we provide two cases to illustrate the effect of depth controlnet in
mesh optimization [Zhang & Agrawalal (2023)). In the left case, both settings produce high quality
textures. In the right case, the generated texture at the absence of depth controlnet is not aligned
with the mesh geometry. In general, only about 40% cases succeed without depth controlnet and the
rate increases to 60%-70% by incorporating the depth controlnet.

Parameter-wise NGD and GC Parameter-wise normalized gradient descent (NGD) and gradient
clipping (GC) will allow the extremely large and unbalanced gradients of the rendered image to
be back-propagated until the gradients of the earliest parameters of NeRF/DMTet. As shown in
Figure 4] parameter-wise NGD and GC cannot produce as detailed results as Pixel-wise Gradient
Clipping under the text-to-texture setting using SDXL.

1.3 MORE COMPARISONS

Pixel-wise Gradient Clipping benefits ProlificDreamer. We use threestudio |Guo et al.| (2023)
implementation of ProlificDreamer |Wang et al.[(2023) and adopt Stable Diffusion as guidance. In
Figure |5] we observe that Pixel-wise Gradient Clipping stabilizes the training and avoid bad geom-
etry and floaters.

Pixel-wise Gradient Clipping benefits improved Fantasia3D. As suggested in the official imple-
mentation of Fantasia3D [Chen et al|(2023), alternative weighting strategy w(t) = % and negative
t

prompts can help generate better texture. As shown in Figure [] our proposed Pixel-wise Gradient
Clipping also benefits improved Fantasia3D under this setting.

Mesh optimization comparison. We present more comparison results with Fantasia3D (Chen
et all [2023) baseline as shown in Figure[7]and Figure 8]

Image-to-3D comparison. Figure [0] shows one more case using Zero123 (Liu et al., 2023) SDS
loss.
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Figure 1: Editing results based on different text prompts.
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Figure 2: More our generated high-quality textures.
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Figure 3: Ablation on depth controlnet. Depth controlnet can increase the success rate.
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Figure 4: Comparing our proposed Pixel-wise Gradient Clipping (PGC) with parameter-wise GC
and NGD. The third row shows the ablation results on clipping value used in parameter-wise GC. It
is evdient that our PGC achieves much superior results.
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Figure 5: Evaluating the effect of our Pixel-wise Gradient Clipping (PGC) within Prolific-
Dreamer [Wang et al.| (2023). We present RGB image and mask for each case. Our PGC also
stabilizes the training using VSD loss, leading to favoured geometry.
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Figure 6: Evaluating with the improved Fantasia3D (2023) using alternative weighting
strategy and negative prompts. Our proposed Pixel-wise Gradient Clipping (PGC) improves the
texture quality consistently under this setting. PGC also enables leveraging the more advanced
SDXL [Podell et al.| (2023)), producing more detailed and realistic texture compared to using Stable
Diffusion.
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Figure 7: More comparison results.
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Figure 8: More comparison results.
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Figure 9: Image-to-3D comparison.
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