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A  MORE RESULTS

We show more qualitative results for Waymo Open Dataset Sun et al.| (2020) in Figure [2] for Se-
manticKITTIBehley et al.|(2019) in Figure and for ScanNetDai et al.[(2017) in Figure@

B INSTANCE CLUSTERING RESULTS

We show the comparison between the ground-truth and the clustered instance labels in the Figure
[Il The ground-truth labels only has 7 categories while we have about 13 categories. We use red
boxes to highlight the noisy clustering in each result. The noisy patterns are not in majority and our
network is robust to those patterns, e.g. the max-pool of per-point features from two pedestrians still
gives us pedestrian classification.

Ground Truth Clustered GT Seg Label Ground Truth Clustered  GT Seg Label

Figure 1: Instance clustering results on the validation set of the Waymo Open Dataset. Note that for
clustered results, 14 semantic categories are chosen while there are only 7 categories in the ground
truth instance labels. Red boxes highlights the noisy clustering results.

C MORE ABLATION STUDIES

In the main paper we show the ablation studies on different instance categories, and different instance
heads. Here we show more ablation studies on the loss weights for the instance classification and
reconstruction in Table [1l

D FAILURE CASES

As described in the Section 6 in the main paper, one limitation of our method is that the consistency
on the mis-classified instances might cause lower IoU than the inconsistent predictions. Figure 3]
shows two examples of such situations. On the hard examples, our method might make inaccurate
instance classifications, thus all points on that instance are mis-segmented. Since the IoU is com-
puted over all points,the IoU of a misclassified instance (the second row in Figure [3) is lower than
the partially corrected predictions (the first row in Figure [5). However, we still think keeping the
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A1 0.05 0.1 0.2 0.5 A1 0.005 0.01 0.02 0.05
mloU | 68.53 68.93 68.77 68.34 mloU | 68.67 68.93 68.56 68.13
(a) Ablation study on the loss weight of the instance (b) Ablation study on the loss weight of the shape
classification head. reconstruction head.

Table 1: Ablation study on the loss weights of the instance classification head and shape reconstruc-
tion head. We show the mIoU on the validation set of Waymo Open Dataset.

instance consistency is important because of the natural clustering properties of instances. We will
develop more metrices to measure this rationality other than IoU.

E MODEL ARCHITECTURE

We include some training details in the Section 4.5 in the main paper. Here we introduce the detailed
network architectures. The whole pipeline is in Figure[6] The source code of our model can also be
found in the appended code folder.

F SoOURCE CODE

We append the source code for our paper in the sourcecode folder. Please refer to the README.md
for detailed instructions.

G LIDARMULTINETYE ET AL.|(2023)) BASELINE

The source code for LidarMultiNetYe et al.|(2023)) is not yet released. We’ve contacted the author
for the code and they haven’t replied to us for 3 months. We implemented the code by ourselves
following the descriptions in the paper and supplementary materials. To keep the fairness of com-
parison, we only include the GCP module, described as the main novelty contribution in the paper.
The results in the main paper didn’t contain the object detection and BEV segmentation learning
because they requires more supervision. The second stage refinement is also not included because it
relies on the results of object detection and BEV segmentation.

We include the source code for our implementation in this source code folder. Please refer to the
README.md for detailed instructions.
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Figure 2: More qualitative results on Waymo Open Datase .
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Figure 3: More qualitative results on SemanticKITT‘ﬁehley et a1.| (|2019|i.
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Swin3D Swin3D + InsSeg (Ours) GT

Figure 4: More qualitative results on ScanNe (2017).

Baseline InsSeg (Ours)

Figure 5: Failure cases. We show two examples where the our method made wrong classification
and the whole instance is mis-segmented. This would cause lower IoU than the inconsistency results
predicted by baseline.
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Figure 6: Detailed model architecture. The left part shows the overall framework

backbone and per-voxel segmentation head. The top right -art shows the architecture of the instance

classification head. the botton right part shows the architecture of the shape reconstruction head.

You can also find the source code for this in the attached code folder.
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